Practical-01

Aim: Write a Program to implement insertion sort and find the running time.

Theory:

Insertion sort is a simple comparison-based sorting algorithm that builds the final sorted array one element at a time. It is efficient for small data sets but becomes less practical as the data size grows. The key idea behind insertion sort is to maintain a "sorted portion" of the array and repeatedly insert the next unsorted element into its correct position within this sorted portion.It is an in-place sorting algorithm, meaning it doesn't require additional memory for sorting.It is a stable sort, meaning it preserves the relative order of equal elements.Its time complexity is O(n^2) in the worst and average cases, where 'n' is the number of elements. This makes it inefficient for large datasets.In the best case (when the input array is already sorted), its time complexity is O(n), which makes it efficient.

Algorithm:

1. import random and import time are used to import the necessary modules for generating random numbers and measuring time.
2. The insertion\_sort function is defined to implement the insertion sort algorithm. Here's how it works:

* It takes a list (arr) as input.
* It iterates through the list from the second element (index 1) to the last element.
* For each element at the current position (designated by i), it temporarily stores its value in the variable key.
* It then compares the key with the elements to the left (indexed by j) and shifts larger elements to the right until it finds the correct position for the key.

1. The sorted subarray is expanded with each iteration until the entire list is sorted.
2. The generate\_random\_list function is defined to create a list of random integers within a specified range (1 to 100). The size of the list is determined by the size parameter.
3. The main function is where the main program logic is executed. Here's what it does:
4. It sets the list\_size variable to determine the size of the list to be sorted. You can adjust this value to change the size of the list.
5. It generates a random list of integers using the generate\_random\_list function.
6. It records the start time using time.time().
7. It calls the insertion\_sort function to sort the random list.
8. It records the end time using time.time().
9. It calculates the elapsed time by subtracting the start time from the end time.
10. It prints the sorted list and the time taken to sort the list in seconds with six decimal places of precision.
11. Finally, the program checks if it's being run as the main script (not imported as a module), and if so, it calls the main function to execute the sorting and timing process.
12. To run this code, you need to have Python installed on your system. Adjust the list\_size variable to change the size of the list you want to sort, and the program will output the sorted list and the time taken to perform the insertion sort.

Code:

import random

import time

def insertion\_sort(arr):

for i in range(1, len(arr)):

key = arr[i]

j = i - 1

while j >= 0 and key < arr[j]:

arr[j + 1] = arr[j]

j -= 1

arr[j + 1] = key

def generate\_random\_list(size):

return [random.randint(1, 100) for \_ in range(size)]

def main():

# Adjust this value to change the size of the list to be sorted

list\_size = 100

random\_list = generate\_random\_list(list\_size)

start\_time = time.time()

insertion\_sort(random\_list)

end\_time = time.time()

elapsed\_time = end\_time - start\_time

print(f"Sorted list: {random\_list}")

print(f"Insertion sort took {elapsed\_time:.6f} seconds for a list of size {list\_size}.")

if \_\_name\_\_ == "\_\_main\_\_":

main()

Output:
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Conclusion:

The program efficiently implements the insertion sort algorithm and accurately measures its running time, providing a practical tool for analyzing algorithm performance with varying input sizes.

Practical-02

Aim:Write the Program to implement merge sort algorithm

Compare the time and memory complexity.

Theory:

Merge Sort is a popular and efficient comparison-based sorting algorithm that follows the divide and conquer paradigm. It works by dividing an unsorted list into smaller sublists, sorting those sublists, and then merging them back together into a single sorted list. The primary steps and key concepts of the Merge Sort algorithm are as follows:

Divide: The unsorted list is divided into two halves. This step continues recursively until each sublist contains only one element, which is, by definition, sorted.

Conquer (Sort): The sublists are sorted. This is often done recursively by applying the Merge Sort algorithm to each sublist. Sorting is accomplished by comparing elements and merging them in sorted order.

Merge: The sorted sublists are merged back together into a single, larger sorted list. The merging process involves comparing elements from the two sublists and placing them in the correct order in the final sorted list.

Algorithm:

1)Merge Sort Function (merge\_sort):

This function takes an array as input and sorts it in ascending order using the Merge Sort algorithm.

It recursively divides the array into smaller subarrays, sorts them individually, and then merges them back together in a sorted manner.

2)Merge Sort Wrapper Function (merge\_sort\_wrapper):

This function is used to measure the running time and memory usage of the merge\_sort function.

It records the start time using time.time().

It calls the memory\_usage function to monitor memory usage while the merge\_sort function is executed.

After the merge\_sort function completes, it records the end time.

It calculates the elapsed time by subtracting the start time from the end time.

It also finds the maximum memory usage during the execution of the merge\_sort function.

3)Example Usage (Inside the if \_\_name\_\_ == '\_\_main\_\_': block):

An example list my\_list is provided with unsorted values.

The merge\_sort\_wrapper function is called to sort the list and measure the performance.

The sorted list is printed to the console.

The elapsed time is printed, indicating how long the Merge Sort took to sort the list.

The maximum memory usage during the sorting process is printed.

Code:

import time

from memory\_profiler import memory\_usage

def merge\_sort(arr):

if len(arr) > 1:

mid = len(arr) // 2

left\_half = arr[:mid]

right\_half = arr[mid:]

merge\_sort(left\_half)

merge\_sort(right\_half)

i = j = k = 0

while i < len(left\_half) and j < len(right\_half):

if left\_half[i] < right\_half[j]:

arr[k] = left\_half[i]

i += 1

else:

arr[k] = right\_half[j]

j += 1

k += 1

while i < len(left\_half):

arr[k] = left\_half[i]

i += 1

k += 1

while j < len(right\_half):

arr[k] = right\_half[j]

j += 1

k += 1

def merge\_sort\_wrapper(arr):

start\_time = time.time() # Record the start time

mem\_usage = memory\_usage((merge\_sort, (arr,)))

end\_time = time.time() # Record the end time

elapsed\_time = end\_time - start\_time

max\_memory\_usage = max(mem\_usage)

return elapsed\_time, max\_memory\_usage

if \_\_name\_\_ == '\_\_main\_\_':

# Example usage:

my\_list = [38, 27, 43, 3, 9, 82, 10]

elapsed\_time, max\_memory\_usage = merge\_sort\_wrapper(my\_list)

print("Sorted list:", my\_list)

print(f"Merge sort took {elapsed\_time:.6f} seconds.")

print(f"Maximum memory usage: {max\_memory\_usage:.2f} MB")

Output:

![](data:image/png;base64,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)

Conclusion: We Have Successfully implemented the merge sort algorithm.

Practical-03

Aim:Write the Program to Strassen’s algorithm for matix multiplication and analyze its complexity.

Theory:

Divide-and-Conquer:Instead of directly computing the product of two matrices A and B in the traditional manner, the algorithm divides each matrix into four submatrices.

Recursive Multiplication:Utilizes these submatrices to perform fewer multiplications.

Combine Submatrices:The algorithm uses these partial products and employs addition and subtraction operations to compute the resulting product.

Time Complexity:

The standard matrix multiplication algorithm has a time complexity of ( 3)O(n3) for two × n×n matrices.

Strassen's algorithm reduces the number of individual multiplications required to approximately ( 27)O(nlog2​7) or about ( 2.81)O(n2.81), significantly reducing the number of multiplications needed.

Space Complexity:

The space complexity for the algorithm is also ( 2)O(n2) due to the need to store submatrices and the final resulting matrix.

Algorithm:

strassen\_matrix\_multiply Function:

1)Base Case:If the matrix size is 1x1, it directly returns the product of the single elements.

2)Divide Step:It divides the input matrices A and B into four submatrices.Creates submatrices A11, A12, A21, A22, B11, B12, B21, and B22.

3)Recursive Multiplication:Performs seven recursive multiplications (P1 to P7) using the submatrices, employing specific combinations of additions and subtractions.

4)Combine Submatrices:Combines the results of recursive multiplications to compute the resulting submatrices C11, C12, C21, and C22.

5)Form the Result Matrix:Constructs the final result matrix by arranging the calculated submatrices.

6)matrix\_add and matrix\_subtract Functions:These functions perform addition and subtraction of matrices element-wise and return the resulting matrix.

Code:

def strassen\_matrix\_multiply(A, B):

n = len(A)

# Base case: if the matrix size is 1x1, return the product

if n == 1:

return [[A[0][0] \* B[0][0]]]

# Divide the matrices into four submatrices

mid = n // 2

A11 = [row[:mid] for row in A[:mid]]

A12 = [row[mid:] for row in A[:mid]]

A21 = [row[:mid] for row in A[mid:]]

A22 = [row[mid:] for row in A[mid:]]

B11 = [row[:mid] for row in B[:mid]]

B12 = [row[mid:] for row in B[:mid]]

B21 = [row[:mid] for row in B[mid:]]

B22 = [row[mid:] for row in B[mid:]]

# Recursive matrix multiplication using Strassen's algorithm

P1 = strassen\_matrix\_multiply(A11, matrix\_subtract(B12, B22))

P2 = strassen\_matrix\_multiply(matrix\_add(A11, A12), B22)

P3 = strassen\_matrix\_multiply(matrix\_add(A21, A22), B11)

P4 = strassen\_matrix\_multiply(A22, matrix\_subtract(B21, B11))

P5 = strassen\_matrix\_multiply(matrix\_add(A11, A22), matrix\_add(B11, B22))

P6 = strassen\_matrix\_multiply(matrix\_subtract(A12, A22), matrix\_add(B21, B22))

P7 = strassen\_matrix\_multiply(matrix\_subtract(A11, A21), matrix\_add(B11, B12))

# Calculate the resulting submatrices

C11 = matrix\_add(matrix\_subtract(matrix\_add(P5, P4), P2), P6)

C12 = matrix\_add(P1, P2)

C21 = matrix\_add(P3, P4)

C22 = matrix\_subtract(matrix\_subtract(matrix\_add(P5, P1), P3), P7)

# Combine the submatrices to form the result matrix

result = [[0] \* n for \_ in range(n)]

for i in range(mid):

for j in range(mid):

result[i][j] = C11[i][j]

result[i][j + mid] = C12[i][j]

result[i + mid][j] = C21[i][j]

result[i + mid][j + mid] = C22[i][j]

return result

def matrix\_add(A, B):

return [[A[i][j] + B[i][j] for j in range(len(A[0]))] for i in range(len(A))]

def matrix\_subtract(A, B):

return [[A[i][j] - B[i][j] for j in range(len(A[0]))] for i in range(len(A))]

if \_\_name\_\_ == "\_\_main\_\_":

A = [[1, 2, 3, 4],

[5, 6, 7, 8],

[9, 10, 11, 12],

[13, 14, 15, 16]]

B = [[17, 18, 19, 20],

[21, 22, 23, 24],

[25, 26, 27, 28],

[29, 30, 31, 32]]

result = strassen\_matrix\_multiply(A, B)

print("Matrix A:")

for row in A:

print(row)

print("Matrix B:")

for row in B:

print(row)

print("Result of matrix multiplication (Strassen's Algorithm):")

for row in result:

print(row)

Output:
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Conclusion: We Have Successfully implemented Strassen’s algorithm for matrix multiplication.

Practical:04

Aim: Implement hiring problem and analyze its complexity.

Theory:The hiring problem, also known as the Secretary Problem or the Best Choice Problem, is a classic problem in probability theory and decision theory. The scenario involves selecting the best candidate from a sequence of applicants as they arrive for an interview. The objective is to maximize the chance of selecting the best candidate while rejecting candidates before the final decision is made.The problem involves a strategy to decide when to stop interviewing and make a selection, based on partial information about the quality of candidates already interviewed. The typical solution suggests interviewing a fixed percentage of candidates first to gather information about the range of candidate quality and then selecting the first candidate who is better than the previously interviewed ones.The time complexity of the basic solution for the hiring problem is O(n), where n is the number of candidates.

Algorithm:

hiring\_problem function:

1)Parameters: candidates is a list representing the pool of candidates. Each candidate has a numerical value associated with their quality or suitability for the job.

2)Logic: The function iterates through the list of candidates to find the best candidate. It starts with the first candidate and compares it with the remaining candidates to find the one with the highest value.

main function:

1)Generates Candidates: It creates a list of candidates with random suitability values ranging between 0 and 1.

2)Calls hiring\_problem: Passes the list of generated candidates to the hiring\_problem function to determine the best candidate.

3)Prints Result: Displays the best candidate obtained by the hiring\_problem function.

Complexity Analysis:

Time Complexity: The time complexity of the hiring\_problem function is O(n), where n is the number of candidates. It iterates through the list once to find the best candidate, comparing each candidate's suitability against the current best candidate.

Space Complexity: The space complexity of this specific code is O(n) as well, where n is the number of candidates. It's mainly due to the storage of the list of candidates.

Code:

import random

def hiring\_problem(candidates):

best\_candidate = candidates[0]

n = len(candidates)

for i in range(1, n):

if candidates[i] > best\_candidate:

best\_candidate = candidates[i]

return best\_candidate

def main():

num\_candidates = 100 # Change the number of candidates

candidates = [random.uniform(0, 1) for \_ in range(num\_candidates)]

best = hiring\_problem(candidates)

print("Best candidate:", best)

if \_\_name\_\_ == "\_\_main\_\_":

main()

Output:

![](data:image/png;base64,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)

Conclusion: We Have Successfully implemented the hiring Problem

Practical:05

Aim: Write a program to implement Longest Common Subsequent(LCS) algorithm.

Theory:

The Longest Common Subsequence (LCS) algorithm is a dynamic programming technique used to find the longest subsequence common to two sequences or strings. A subsequence is a sequence that can be derived from another sequence by deleting some elements without changing the order of the remaining elements.Given two sequences or strings, the LCS algorithm finds the longest sequence that is present in both of them. This sequence does not need to be contiguous within the original sequences.

1)Dynamic Programming Approach:The algorithm utilizes a dynamic programming table or matrix to solve the problem efficiently.It builds the table gradually, filling in values based on the comparisons between characters of the input sequences.

2)Recurrence Relation:The core of the LCS algorithm lies in defining a recurrence relation to fill in the table.At each cell (i, j) of the table, it compares the characters of both sequences.If characters at these positions match, it extends the LCS by one and looks at the LCS of the smaller subsequences (i-1, j-1).If the characters don't match, it considers the LCS without one character, either from the first sequence (i-1, j) or from the second sequence (i, j-1).

3)Building the Table:The dynamic programming table gradually builds up these solutions for subproblems.It works from smaller subproblems to larger ones, allowing the algorithm to reuse previously computed results.

4)Backtracking:Once the table is built, it backtracks through the table, tracing the characters that form the LCS.

Algorithm:

1)Initialization:The algorithm initializes a table lcs\_table to store the lengths of the LCS for subproblems.

2)Building the LCS Table:It iterates through both strings str1 and str2 using nested loops.Compares characters of the strings and populates the lcs\_table accordingly.if characters match, it increments the LCS length by one compared to the previous subproblems.If characters do not match, it takes the maximum length achieved by excluding a character from either of the strings.

3)Backtracking:The algorithm then backtracks through the lcs\_table to find the actual sequence that represents the longest common subsequence.It starts from the end of both strings and traces back using the lengths computed in the lcs\_table, storing the characters of the LCS.

4)Result:Finally, it returns the computed LCS, which represents the longest common subsequence between the given strings.

Code:

def longest\_common\_subsequence(str1, str2):

m = len(str1)

n = len(str2)

# Initialize a table to store the lengths of LCS for subproblems

lcs\_table = [[0] \* (n + 1) for \_ in range(m + 1)]

# Building the LCS table

for i in range(1, m + 1):

for j in range(1, n + 1):

if str1[i - 1] == str2[j - 1]:

lcs\_table[i][j] = lcs\_table[i - 1][j - 1] + 1

else:

lcs\_table[i][j] = max(lcs\_table[i - 1][j], lcs\_table[i][j - 1])

# Backtracking to find the longest common subsequence

lcs = []

i, j = m, n

while i > 0 and j > 0:

if str1[i - 1] == str2[j - 1]:

lcs.append(str1[i - 1])

i -= 1

j -= 1

elif lcs\_table[i - 1][j] > lcs\_table[i][j - 1]:

i -= 1

else:

j -= 1

return ''.join(lcs[::-1]) # Reverse the list to get the LCS in correct order

# Example usage:

string1 = "ABCDGH"

string2 = "AEDFHR"

result = longest\_common\_subsequence(string1, string2)

print("Longest Common Subsequence:", result)

Output:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARAAAAAZCAYAAAD5cnFpAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAUnSURBVHhe7ZyxVttKEIaX+ywmxT08gf0EkIYqLZ0pSZOOko7GLqGjpaKJ/QTOE3BSYL8L9/+HGTFekFaSseHCfOcoWu3sjnZnVqMdOcneI0hBEAQ9+EfPQRAEnYkAEgRBbyKABEHQmwggQRD0JgJIEAS9eQog85T29twxSmklgq/F/PTZBiOU59OUTmGbz8I0m98Ifm6D2WX6FRfFjjhVv8iR+wV2H3m5tpmbP5xc1qt7nre9fp8CyGFK/DF3Nk5pskR5kdJABP8vpjSqlrvCh+Th15MdeCxQfrhV4SdghWD499/n+d0cq6AFh1dYF0O9CLbCFf2CZ28IO88OsmCNh3ExwxnPp/nv8SalixNd75DfTCBGmys8y/I8a3u53iKdUpi1N5h7WLk4pY5vNZVLhFS5cYq6SmZ9cBZgsErOeujyNiS1b1CNwD//pHSkch6toy/6X+B05qMmymcIpN4BdfOXtweubfxzCMQO2qYkNza1b4l7HGbTAea1wPyI6Td72Y6j8o2BBb7mw8xBjTsctC3618k5FrNbq/E16G9rP78DpZz6qge5xfiJ7SS6+oasfqd0cI7nH8H9FuVGGDR+YN3mPto1/Itkxmz8+DhZ6kXGZJjJUB6jzqqWE8RFXM+0grqGqDOk/0wv0IbXa3K09+pFP+oM6mf76n7Qxft5qNNu0Ql08mN5jcb5448hLEm52AFl2oE2GHNAJTnY1L5tkD64N+8/RHnp7kf9NhYhswnHx/tXfXR81qXkn5J/8/lzrL5/cXwF/SX7eV8I7K8+IyX9BvuIf/W6C7SB3cP7XqA98/u5Opmf3tuOruujD+12IAi1t9hW5W/oY9T9dmF4zOipbRhFK9gfpzN7m/PtjrYVlF+ntK/RW479lK5RZ5F8cIboDCXW5gRbhhm2cTuhzfyx9aR88A1lbB1ph32kDBVN8jb6Qa19W8JUZKHLiynMPrbAXZjA3gMbI86/8Aa8Uwc1+qfkX8px8vM/RArZOmsq6Vea7HeH7dnadh/tmFbImFrqJ5KK4OicOUAR14CZgL6/zJUXYApThQ+mMDugMYBw67ftjzACrHaA1VJN3h3eEVfYcks9ttLcvh11fABqwWKQFfyFYAozRsr3lu6t9U9L//bmjfS7WL3OtscP5ncp/UFAsgB1hPI16ppYPSDI+pfUO9BuBwID/kCEXvuwgzKj9nfIirA/Tj6fnPKjg4MR90XO7WB+XAUz3hNv8iH65DzoPRj8mO/6IdcCfef5/dGROa/cc9P5l9i2fsDcfOqjBfTfcyekl+QeC5Ks0G509FT2/ERAWOkY2eYEQfdYFZT80+hfzh8nP//5JR4oLRtN4yutnxLsf+L6c56V/0Fb/X2/gdDXyyw4TVBXqwfju4T9z7Hze1ckkWEutTb058PnhcwDrX7IfFLrff4l7Z0+n4cxr5N69kV9nqNJ3qv92EbydJUxP2TO6eWWzxrMuy3Hf01eQvJ417/6ZqPUzd/yXslHde6c24u8tEZuNt7Uvk1wjC/spzIBtsr9Y/rNL7RHnX3b+KfJv0S+s6ic8+R4KhrGZ9Tpb2s/b3/2z/1fGj/p/A0ECiqb4rBvLtWaYh2U+TZy0Aba9i3WR1/e7V/j8lcYbkIW7x1Bgw8LdwBMi4KPS6efcTfF/0x38Rd5cgSP4BXs59Rr5DD8OTX4uMT/BxIEQW92ugMJguBzEQEkCILeRAAJgqA3EUCCIOhNBJAgCHoTASQIgt5EAAmCoDcRQIIg6ElK/wHZ46OdsVKNXQAAAABJRU5ErkJggg==)

Conclusion: We Have Successfully implemented the Longest Common Subsequent (LCS) Algorithm.

Practical:06

Aim: Write a Program to implement Huffman’s code Algorithm.

**Theory:**

The Huffman coding algorithm is a widely used method for lossless data compression. It was developed by David A. Huffman in 1952 and is based on the principle of assigning variable-length codes to input characters, with shorter codes assigned to more frequent characters.

Frequency Analysis:Huffman coding starts by analyzing the input data to determine the frequency of each character (or symbol) in the data.

Building the Huffman Tree:Characters with higher frequency are given shorter codes to optimize compression.The algorithm constructs a binary tree, known as the Huffman tree or Huffman encoding tree, by repeatedly combining the two least frequent characters or subtrees until all characters are merged into the tree.

Prefix Codes:Huffman codes are prefix codes, meaning no code is a prefix of another. This ensures that the encoded sequence can be unambiguously decoded.

Variable-Length Codes:Characters are assigned variable-length codes, with more frequent characters having shorter codes and less frequent characters having longer codes.

Compression:Once the Huffman tree is constructed, the actual data is encoded using the codes from the tree.The encoded data is then transmitted or stored in a compressed format.

Algorithm:

1)Node class:This class represents a node in the Huffman tree.Each node has attributes: char for the character (or None for internal nodes), freq for the frequency, and left, right for the left and right children.

2)build\_huffman\_tree(freq\_dict):

Purpose: Constructs the Huffman tree.

Input: freq\_dict - a dictionary containing characters and

Their frequencies

Process:It creates nodes for each character frequency pair and appends them to the nodes list.Iteratively combines the two nodes with the lowest frequencies until a single root node remains, forming the Huffman tree.

3)generate\_huffman\_codes(root, current\_code, huffman\_codes):

Purpose: Generates Huffman codes for each character based on the constructed tree.

Input: root - the root node of the Huffman tree, current\_code - the current code being generated, huffman\_codes - stores the Huffman codes.

Process:Traverses the Huffman tree using a recursive approach to assign binary codes to each character based on the path taken to reach them.

3)huffman\_encoding(text):

Purpose: Encodes the input text using Huffman codes.

Input: text - the input text to be encoded.

Process:Calculates the frequency of each character in the input text and builds the Huffman tree using the build\_huffman\_tree function.Generates Huffman codes for each character using the generate\_huffman\_codes function.Encodes the text by replacing each character with its corresponding Huffman code.

4)huffman\_decoding(encoded\_text, huffman\_tree):

Purpose: Decodes the encoded text using the provided Huffman tree.

Input: encoded\_text - the encoded text to be decoded, huffman\_tree - the Huffman tree used for decoding.

Process:Traverses the Huffman tree according to the bits in the encoded text, reconstructing the original text.

Code:

class Node:

def \_\_init\_\_(self, char, freq):

self.char = char

self.freq = freq

self.left = None

self.right = None

def build\_huffman\_tree(freq\_dict):

nodes = [Node(char, freq) for char, freq in freq\_dict.items()]

while len(nodes) > 1:

nodes = sorted(nodes, key=lambda x: x.freq)

left = nodes.pop(0)

right = nodes.pop(0)

merge = Node(None, left.freq + right.freq)

merge.left = left

merge.right = right

nodes.append(merge)

return nodes[0]

def generate\_huffman\_codes(root, current\_code, huffman\_codes):

if root is None:

return

if root.char is not None:

huffman\_codes[root.char] = current\_code

return

generate\_huffman\_codes(root.left, current\_code + "0", huffman\_codes)

generate\_huffman\_codes(root.right, current\_code + "1", huffman\_codes)

def huffman\_encoding(text):

freq\_dict = {}

for char in text:

if char in freq\_dict:

freq\_dict[char] += 1

else:

freq\_dict[char] = 1

huffman\_tree = build\_huffman\_tree(freq\_dict)

huffman\_codes = {}

generate\_huffman\_codes(huffman\_tree, "", huffman\_codes)

encoded\_text = "".join(huffman\_codes[char] for char in text)

return encoded\_text, huffman\_tree

def huffman\_decoding(encoded\_text, huffman\_tree):

decoded\_text = ""

current = huffman\_tree

for bit in encoded\_text:

if bit == '0':

current = current.left

else:

current = current.right

if current.char is not None:

decoded\_text += current.char

current = huffman\_tree

return decoded\_text

# Example usage:

text = "Huffman coding is a data compression algorithm."

encoded\_text, tree = huffman\_encoding(text)

print("Original text:", text)

print("Encoded text:", encoded\_text)

decoded\_text = huffman\_decoding(encoded\_text, tree)

print("Decoded text:", decoded\_text)

Output:
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Conclusion: We Have Successfully implemented the Huffman’s Coding Algorithm.

Practical:07

Aim: Write a Program to implement the Kruskal’s Algorithm.

Theory:

Kruskal's algorithm is a greedy algorithm used to find the minimum spanning tree (MST) of a connected, undirected graph. The MST of a graph is a subset of its edges that forms a tree and includes all the vertices while minimizing the total edge weight.

Minimum Spanning Tree (MST):Kruskal's algorithm finds an MST that has the minimum total edge weight among all possible spanning trees for a given graph.

Greedy Algorithm:Kruskal's algorithm works in a greedy manner, selecting edges with the smallest weights while ensuring that the graph remains acyclic.

Disjoint Set (Union-Find) Data Structure:It employs a data structure like Union-Find to keep track of the connected components and efficiently determine if adding an edge forms a cycle.

Edge Sorting:The algorithm initially sorts the edges in non-decreasing order based on their weights.

Edge Selection:Starting from the edge with the smallest weight, the algorithm selects edges one by one if they don't form a cycle.

Algorithm:

1)DisjointSet class:

\_\_init\_\_(self, vertices): Initializes the Disjoint Set data structure with each vertex as its own parent and a rank of 0 for each vertex. It maintains the parent and rank dictionaries to manage disjoint sets.

find(self, vertex): Implements the find operation using path compression. It finds the root of the set to which the given vertex belongs and compresses the path by making the found root the parent of the vertex.

union(self, vertex1, vertex2): Performs the union operation by merging the disjoint sets represented by vertex1 and vertex2. It compares the ranks of the roots and attaches the set with the smaller rank to the one with the larger rank. If both ranks are the same, it increases the rank of the resulting set by one.

2)kruskal(graph) function:

Input: graph is a dictionary representing the graph with vertices as keys and their neighbors and corresponding edge weights as values.

Process:

Initialize Variables:vertices contains the list of vertices in the graph.disjoint\_set is an instance of DisjointSet.mst is an empty list to store the minimum spanning tree (MST) edges.

Prepare Edges:Create a list of all edges sorted by weight in ascending order.

Find Minimum Spanning Tree:Iterate through the sorted edges.For each edge, if the vertices at its ends do not belong to the same set in the disjoint set, add the edge to the MST, and unite the sets to which the vertices belong.

Output: Returns the list of edges forming the Minimum Spanning Tree.

Code:

class DisjointSet:

def \_\_init\_\_(self, vertices):

self.parent = {vertex: vertex for vertex in vertices}

self.rank = {vertex: 0 for vertex in vertices}

def find(self, vertex):

if self.parent[vertex] != vertex:

self.parent[vertex] = self.find(self.parent[vertex])

return self.parent[vertex]

def union(self, vertex1, vertex2):

root1 = self.find(vertex1)

root2 = self.find(vertex2)

if root1 != root2:

if self.rank[root1] > self.rank[root2]:

self.parent[root2] = root1

else:

self.parent[root1] = root2

if self.rank[root1] == self.rank[root2]:

self.rank[root2] += 1

def kruskal(graph):

vertices = list(graph.keys())

disjoint\_set = DisjointSet(vertices)

mst = []

edges = []

for vertex in graph:

for neighbor, weight in graph[vertex]:

edges.append((weight, vertex, neighbor))

edges.sort() # Sort edges based on their weights

for edge in edges:

weight, vertex1, vertex2 = edge

if disjoint\_set.find(vertex1) != disjoint\_set.find(vertex2):

disjoint\_set.union(vertex1, vertex2)

mst.append((vertex1, vertex2, weight))

return mst

# Example usage:

graph = {

'A': [('B', 3), ('C', 1)],

'B': [('A', 3), ('C', 7), ('D', 5)],

'C': [('A', 1), ('B', 7), ('D', 2)],

'D': [('B', 5), ('C', 2)]

}

minimum\_spanning\_tree = kruskal(graph)

print("Minimum Spanning Tree (Kruskal's Algorithm):")

for edge in minimum\_spanning\_tree:

print(f"Edge: {edge[0]} - {edge[1]}, Weight: {edge[2]}")

Output:

![](data:image/png;base64,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)

Conclusion: We Have Successfully Implemented the Kruskal’s Algorithm.

Practical:08

Aim: Write the Program to implement Dijkshtra algorithm.

Theory:

Dijkstra's algorithm solves the Single Source Shortest Path problem, finding the shortest path from a single source vertex to all other vertices in a graph.

Greedy Algorithm:Dijkstra's algorithm is based on a greedy strategy, continually selecting the vertex with the smallest tentative distance from the source vertex and then exploring its adjacent vertices.

Data Structures:The algorithm uses data structures like priority queues (usually implemented using a min-heap) to efficiently select the vertex with the minimum distance.

Relaxation:At each step, it relaxes the distances of the vertices by updating the minimum distance when a shorter path to a vertex is found.

Visited Set:The algorithm maintains a set of visited vertices to ensure that each vertex is visited only once.

Algorithm:

1)extract\_min(distances, visited) function:

Purpose: It identifies the unvisited node with the minimum distance from the source node.

Input: distances - dictionary storing the current shortest distances to nodes, visited - dictionary to track visited nodes.

Process:Initializes min\_distance as infinity and min\_node as None.Iterates through the nodes in distances.Finds the unvisited node with the minimum distance from the source node.Returns the node with the minimum distance.

2)dijkstra(graph, source) function:

Purpose: Calculates the shortest path from the source node to all other nodes in the graph.

Input: graph - dictionary representing the weighted graph, source - the source node.

Process:Initializes distances to infinity for all nodes except the source, which is set to 0.Initializes visited dictionary to track visited nodes.Iterates through the graph nodes (once for each node).Calls extract\_min to find the unvisited node with the minimum distance from the source.Marks the found node as visited and updates the distances to its neighbors if a shorter path is discovered.

Code:

def extract\_min(distances, visited):

min\_distance = float('inf')

min\_node = None

for node in distances:

if not visited[node] and distances[node] < min\_distance:

min\_distance = distances[node]

min\_node = node

return min\_node

def dijkstra(graph, source):

distances = {node: float('inf') for node in graph}

distances[source] = 0

visited = {node: False for node in graph}

for \_ in range(len(graph)):

current\_node = extract\_min(distances, visited)

visited[current\_node] = True

for neighbor, weight in graph[current\_node].items():

if not visited[neighbor]:

distances[neighbor] = min(distances[neighbor], distances[current\_node] + weight)

return distances

# Example usage:

graph = {

'A': {'B': 3, 'C': 1},

'B': {'A': 3, 'C': 7, 'D': 5},

'C': {'A': 1, 'B': 7, 'D': 2},

'D': {'B': 5, 'C': 2}

}

source\_node = 'A'

shortest\_distances = dijkstra(graph, source\_node)

print(f"Shortest distances from node {source\_node}:")

for node, distance in shortest\_distances.items():

print(f"Node {node}: Shortest distance = {distance}")

Output:

![](data:image/png;base64,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)

Conclusion: We Have Successfully implemented the Dijkshtra’s algorithm.

Practical:09

Aim: Implement Chinese reminder theorem to a constraint satisfaction problem.Analyze its complexity.

Theory:

The Chinese Remainder Theorem (CRT) is a mathematical theorem that provides a way to solve a system of simultaneous congruences. In the context of a Constraint Satisfaction Problem (CSP), the Chinese Remainder Theorem offers a method to efficiently solve a set of modular arithmetic equations, often related to combinatorial problems.In the context of a Constraint Satisfaction Problem, the Chinese Remainder Theorem can be applied to solve problems where a solution must satisfy multiple constraints or equations. These problems often involve discrete variables subject to specific constraints, and they can be represented as a system of modular arithmetic equations.

Application to CSP:

Discrete Variables: CSPs often involve discrete variables that need to satisfy certain constraints.

Constraints as Congruences: The constraints in a CSP can be represented as modular congruences or equations.

Solving Simultaneous Constraints: By applying the CRT, a CSP solver can efficiently find a solution that satisfies multiple constraints by computing the unique solution modulo the product of pairwise coprime moduli.

Complexity Analysis:

CRT Complexity:The complexity of solving the Chinese Remainder Theorem for k congruences can be analyzed as follows:

Time Complexity:The process of finding the solution to k congruences using the CRT involves multiple computations. The time complexity of the CRT is generally O(klogM), where M is the product of the moduli.The algorithm typically involves solving k simultaneous congruences, and the dominant factor in the time complexity is usually the computation of the modular inverses and the final reconstruction of the solution.

Space Complexity:The space complexity for solving the CRT is O(k), as it involves storing k congruences.

Algorithm:

1)chinese\_remainder\_theorem Function:This function aims to solve a system of congruences by applying the Chinese Remainder Theorem to find a solution that satisfies the given set of constraints.

Convert Moduli to SymPy's Integer Type:The function first converts the moduli from the input congruences to SymPy's Integer type. This is to ensure the gcd method is available to check pairwise coprimality.

Pairwise Coprimality Check:It checks if the moduli are pairwise coprime by iterating through all pairs of moduli.

The gcd() function is used to find the greatest common divisor of two moduli. If any pair shares a common divisor other than 1, it raises a ValueError.

Solve Congruences Using solve\_congruence:

It uses SymPy's solve\_congruence function to solve the system of congruences provided as input.

This function computes the solution to the congruences using different algorithms (e.g., Dixon's Random Squares, Extended Euclidean Algorithm).

Output:The code computes and prints the solution that satisfies the given constraints to the Constraint Satisfaction Problem.

Code:

from sympy import Integer

from sympy.ntheory.modular import solve\_congruence

def chinese\_remainder\_theorem(congruences):

moduli = [Integer(mod) for (\_, mod) in congruences] # Convert moduli to Integer type

# Ensure moduli are pairwise coprime

for i in range(len(moduli)):

for j in range(i + 1, len(moduli)):

if moduli[i].gcd(moduli[j]) != 1:

raise ValueError("Moduli are not pairwise coprime")

# Solve congruences using SymPy's solve\_congruence

solution = solve\_congruence(\*congruences)

return solution

# Example CSP represented as congruences

congruences = [

(2, 3), # x ≡ 2 (mod 3)

(3, 5), # x ≡ 3 (mod 5)

(2, 7) # x ≡ 2 (mod 7)

]

solution = chinese\_remainder\_theorem(congruences)

print("Solution to the Constraint Satisfaction Problem:")

print(solution)

Output:

![](data:image/png;base64,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)

Conclusion: We Have successfully implemented the chinese reminder to a constraint satisfaction problem.