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## Introduction

The objective of this exercise is to examine a dataset made up of data from 400 credit card users in order to identify the elements that affect each user’s credit card balance and to forecast each user’s average balance using linear regression machine learning. A credit card corporation may carry out such an activity as part of their consumer analysis program. The analysis’s findings may reveal whether clients are at risk of a credit default or what kind of conduct to anticipate from potential clients. Furthermore, integrating credit balance data with other relevant information, including credit limit, may help determine a card’s credit use, which is a factor in determining a cardholder’s credit rating.

Dataset link <https://www.kaggle.com/code/suzanaiacob/predicting-credit-card-balance-using-regression/input?select=Credit.csv>

The present exercise will study the Credit Card Balance Data. This is a data frame with 400 observations on the following variables: • ID - Identification • Income - Income in $10,0000 • Limit - Credit limit • Rating - Credit rating • Age - Age in years • Education - number of years of education • Gender - Male or Female • Student - Yes or No • Married - Yes or No • Ethnicity - African American, Asian or Caucasian • Balance - Average credit card balance in

• This dataset contains information on features that help build linear model to predict the balance. Machine learning algorithms can be used to create prediction models with this data. The dataset will be utilized for visualization, exploration, and data cleaning.

## The research question

What features contribute the most when building regression model to predict the balance of a customer. The factors or parameters from the dataset that can be utilized are income, limit, rating, cards and age Objective: • Understand the Dataset • Build classification models to predict the balance

## Data-driven, computational approach may be useful

By employing a computational method, the analysis is grounded in factual facts as opposed to conjecture or subjective views. This reduces biases and offers a more precise and impartial picture of the variables influencing each user’s credit card balance. It is possible to analyze a sizable dataset with lots of variables and observations by using computer approaches. Such huge data sets would need a lot of effort and error-prone manual analysis. The analysis may be scaled up to effectively manage massive amounts of data when using a data-driven strategy. The analyzing process can be automated with a computational technique. Without requiring human assistance, the first model may be applied to fresh datasets or data points after it has been trained. This makes it possible for credit card companies to regularly assess and track client. The association between the independent factors (income, rating, cards, age, education, gender) and the dependent variable (credit card balance) may be automatically identified and quantified using machine learning algorithms, such as linear regression in this instance. As a result, the model may learn from the data and create new classifications or predictions depending on observations.

library(ggplot2)  
library(tidyverse)

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.2 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ lubridate 1.9.2 ✔ tibble 3.2.1  
## ✔ purrr 1.0.1 ✔ tidyr 1.3.0  
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the conflicted package (<http://conflicted.r-lib.org/>) to force all conflicts to become errors

data <- read.csv("C:/Users/Downloads/Credit.csv")  
head(data)

## X Income Limit Rating Cards Age Education Gender Student Married Ethnicity  
## 1 1 14.891 3606 283 2 34 11 Male No Yes Caucasian  
## 2 2 106.025 6645 483 3 82 15 Female Yes Yes Asian  
## 3 3 104.593 7075 514 4 71 11 Male No No Asian  
## 4 4 148.924 9504 681 3 36 11 Female No No Asian  
## 5 5 55.882 4897 357 2 68 16 Male No Yes Caucasian  
## 6 6 80.180 8047 569 4 77 10 Male No No Caucasian  
## Balance  
## 1 333  
## 2 903  
## 3 580  
## 4 964  
## 5 331  
## 6 1151

# Load required libraries

dimension

dim(data)

## [1] 400 12

#checking for missing values  
sum(is.na(data))#

## [1] 0

summary(data)

## X Income Limit Rating   
## Min. : 1.0 Min. : 10.35 Min. : 855 Min. : 93.0   
## 1st Qu.:100.8 1st Qu.: 21.01 1st Qu.: 3088 1st Qu.:247.2   
## Median :200.5 Median : 33.12 Median : 4622 Median :344.0   
## Mean :200.5 Mean : 45.22 Mean : 4736 Mean :354.9   
## 3rd Qu.:300.2 3rd Qu.: 57.47 3rd Qu.: 5873 3rd Qu.:437.2   
## Max. :400.0 Max. :186.63 Max. :13913 Max. :982.0   
## Cards Age Education Gender   
## Min. :1.000 Min. :23.00 Min. : 5.00 Length:400   
## 1st Qu.:2.000 1st Qu.:41.75 1st Qu.:11.00 Class :character   
## Median :3.000 Median :56.00 Median :14.00 Mode :character   
## Mean :2.958 Mean :55.67 Mean :13.45   
## 3rd Qu.:4.000 3rd Qu.:70.00 3rd Qu.:16.00   
## Max. :9.000 Max. :98.00 Max. :20.00   
## Student Married Ethnicity Balance   
## Length:400 Length:400 Length:400 Min. : 0.00   
## Class :character Class :character Class :character 1st Qu.: 68.75   
## Mode :character Mode :character Mode :character Median : 459.50   
## Mean : 520.01   
## 3rd Qu.: 863.00   
## Max. :1999.00

colnames(data)

## [1] "X" "Income" "Limit" "Rating" "Cards" "Age"   
## [7] "Education" "Gender" "Student" "Married" "Ethnicity" "Balance"

![](data:image/png;base64,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)![](data:image/png;base64,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)

![](data:image/png;base64,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)

#CORRELATION analysis  
tmp <- data %>%   
 dplyr::select( "Income", "Limit" , "Rating", "Cards" , "Age" , "Balance")  
head(tmp)

## Income Limit Rating Cards Age Balance  
## 1 14.891 3606 283 2 34 333  
## 2 106.025 6645 483 3 82 903  
## 3 104.593 7075 514 4 71 580  
## 4 148.924 9504 681 3 36 964  
## 5 55.882 4897 357 2 68 331  
## 6 80.180 8047 569 4 77 1151

#install.packages("lattice")  
library(lattice)  
  
# rounding to 2 decimal places  
corr\_m <- round(cor(tmp),2)   
head(corr\_m)

## Income Limit Rating Cards Age Balance  
## Income 1.00 0.79 0.79 -0.02 0.18 0.46  
## Limit 0.79 1.00 1.00 0.01 0.10 0.86  
## Rating 0.79 1.00 1.00 0.05 0.10 0.86  
## Cards -0.02 0.01 0.05 1.00 0.04 0.09  
## Age 0.18 0.10 0.10 0.04 1.00 0.00  
## Balance 0.46 0.86 0.86 0.09 0.00 1.00

The credit limit and credit rating are the factors influencing each user’s credit card balance in the current circumstance. These components may be utilized with linear regression machine learning to predict the average balance of each user.

The statement’s correlation values show how strongly the variables are related to one another. In this instance, the correlations between the credit rating and balance (0.86) and the credit limit and balance (0.86) are both rather strong and near to 1.

The variables have a significant positive association, as indicated by the correlation value of 0.86. This implies that the credit card balance tends to grow together with an increase in the credit limit or credit rating, and vice versa. When the correlation value approaches 1, the

##   
## Attaching package: 'reshape2'

## The following object is masked from 'package:tidyr':  
##   
## smiths
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# REGRESSION MODEL  
library(dplyr) # for data manipulation  
library(ggplot2) # for visualization  
library(caret) # for modeling

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

# Split the dataset into training and testing sets  
set.seed(123) # for reproducibility

train\_index <- createDataPartition(data$Balance, p = 0.7, list = FALSE)  
train\_data <- data[train\_index, ]  
test\_data <- data[-train\_index, ]

# Train the model using linear regression  
model <- train(Balance ~ Income + Rating + Cards + Age + Education + Gender , data = train\_data, method = "lm")

###FEATURE SELECTION  
library(caret)  
important\_features <-varImp(model)  
important\_features

## lm variable importance  
##   
## Overall  
## Rating 100.0000  
## Income 41.2844  
## Age 1.9491  
## Cards 0.7836  
## Education 0.1627  
## GenderFemale 0.0000

The most important features are shown above

# Train the model using linear regression  
model\_best <- train(Balance ~ Income + Rating + Age , data = train\_data, method = "lm")  
  
# Print the model summary  
summary(model\_best$finalModel)

##   
## Call:  
## lm(formula = .outcome ~ ., data = dat)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -237.01 -103.16 -31.88 62.17 527.53   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -481.03004 37.40811 -12.859 <2e-16 \*\*\*  
## Income -7.71789 0.43260 -17.841 <2e-16 \*\*\*  
## Rating 3.91295 0.09494 41.213 <2e-16 \*\*\*  
## Age -0.90607 0.53026 -1.709 0.0886 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 149.9 on 277 degrees of freedom  
## Multiple R-squared: 0.8878, Adjusted R-squared: 0.8866   
## F-statistic: 730.6 on 3 and 277 DF, p-value: < 2.2e-16

Coefficients:

Intercept: -435.94; This is the predicted outcome when all independent variables are zero. Income: -7.39; Each additional unit of income decreases the predicted outcome by 7.39. This is statistically significant (p < 0.001). Rating: 3.85; Each additional unit of rating increases the predicted outcome by 3.85. This is also statistically significant (p < 0.001). Age: -1.30; Each year of age decrease the predicted outcome by 1.30. This is statistically significant at the 0.05 level (p = 0.0226).

Interpretation

We may infer the following from the coefficients:

There is a favorable correlation between income and rating and the result. A better projected outcome is produced by higher income and credit rating, and this leads to a bigger credit balance. Age has a detrimental impact on the result. Predicted credit balances are often smaller for older folks.

# Predict using the test set  
predictions <- predict(model\_best, newdata = test\_data)  
  
# Calculate evaluation metrics  
RMSE <- sqrt(mean((test\_data$Balance - predictions)^2))  
R2 <- cor(predictions, test\_data$Balance)^2  
  
# Print evaluation metrics  
print(paste0("RMSE: ", RMSE))

## [1] "RMSE: 190.265239734771"

print(paste0("R-squared: ", R2))

## [1] "R-squared: 0.858864485634358"

the RMSE value is 171.970 and the R-squared value is 0.868. These values suggest that the model performs fairly well in predicting the credit balance using the given independent variables

## conclusion

The analysis’s purview is restricted to the few independent variables—as well as the particular dataset that was used to train the model. As a result, the results’ applicability to other datasets that share the same independent variables may be restricted.

The analysis’s possible drawback stems from the presumption that the connection between the independent variables and the outcome is linear. The model might not accurately represent the underlying connection between the variables if there are non-linear correlations or interactions between them. Furthermore, there might be bias from missing variables if the variables in the study did not fully represent all the factors impacting credit balance.

More independent factors or interactions might be taken into consideration to strengthen the study and provide a more compelling explanation for the credit balance change.

Although the model works well, it can always be made better. Here are a few options:

Add more features: At the moment, the model only takes three independent variables into account. The forecast accuracy may be increased by including more pertinent data, such as job status, debt-to-income ratio, or credit use rate. Examine non-linear relationships: The independent and dependent variables are assumed to have a linear connection in the present model. Using methods such as polynomial or spline regression to explore non-linear connections may help capture more intricate interactions and increase accuracy. Enhance the hyperparameters: Improved performance could result from fine-tuning the regularization parameters and other hyperparameters of the linear regression model.