1、P101作者修订时新增下面这段话

**随机拆分**

PyTorch的random\_split()方法是一种简单且成熟的执行**训练-验证拆分**的方法。

到目前为止，一直在使用基于Numpy原始拆分构建的x\_train\_tensor和y\_train\_tensor来构建**训练数据集**。现在，将使用来自Numpy的**完整数据**（和），**首先**构建一个PyTorch数据集，然后才使用random\_split()**拆分**数据。

|  |  |
| --- | --- |
|  | 虽然有一个有趣的理由驱使我选择42这个数字作为随机种子，但我还是会使用其他数字（主要是奇数）作为种子，这只是因为我更喜欢它们:-) |

|  |  |  |
| --- | --- | --- |
|  | 从1.13版开始，PyTorch的random\_split()方法将分数作为拆分的参数（类似于Scikit-Learn的train\_test\_split()）。在下面的示例中，不再需要手动计算n\_train和n\_val。我们可以简单地直接使用比率（分数需要加起来为一）：   |  | | --- | | ratio = .8  eps = 1e-16  train\_data, val\_data = random\_split(  dataset,  [ratio, 1-ratio+eps]  ) |   您可能想知道eps在那里做什么，对吧？事实证明，random\_split()会将每个子集中的元素数量向下舍入，因为精度问题（1-ratio等于0.19999999999999996），这可能会导致一些意想不到的结果（例如，验证集中有19个数据点）。将eps添加到余数可以防止这种情况发生（只要将其添加到表达式的末尾即可）。 |

2、P105作者修订时新增下面这段话

输出

|  |
| --- |
| OrderedDict([('0.weight', tensor([[1.9419]], device='cuda:0')),  ('0.bias', tensor([1.0244], device='cuda:0'))]) |

|  |  |
| --- | --- |
|  | 从1.9版开始，PyTorch提供了一个全新的上下文管理器：torch.inference\_mode()。它还是会禁用梯度计算，但更重要的是，它还会禁用PyTorch的内部视图跟踪，从而可以提供更好的性能。然而，在本书使用的示例中，这些差异可以忽略不计。 |
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