## SVM开源库LIBSVM和LIBLINEAR的总体理解

### 1.基本资料

1.Libsvm与Liblinear区别，简单源码剖析。

[http://blog.csdn.net/zhzhl202/article/details/7438160](http://blog.csdn.net/zhzhl202/article/details/7438160" \t "http://blog.csdn.net/app_12062011/article/details/_blank)

[http://blog.csdn.net/zhzhl202/article/details/7438313](http://blog.csdn.net/zhzhl202/article/details/7438313" \t "http://blog.csdn.net/app_12062011/article/details/_blank)  
 Libsvm是一个整合了支持向量机(C-SVC, nu-SVC)、回归、分布估计(one-class SVM)的软件。并且支持多类别的分类。

LIblinear，主要专门为百万级别的数据和特征实现的线性分类器。

他们两个都是用来做分类的，相对来说Libsvm应用的范围较广， 而Liblinear主要用于处理大数据量的训练过程。在什么样的情况下，该选择Liblinear而不是Libsvm呢？作者给出几点建议：  
 1. 当你面对海量的数据时，这里的海量通常是百万级别以上。海量数据分为两个层次：样本数量和特征的数量。  
 2.使用线性和非线性映射训练模型得到相近的效果。  
 3.对模型训练的时间效率要求较高。

在这类情况下，建议你使用Liblinear，而不是libsvm

2.Liblinear使用，Java版本

[http://www.cnblogs.com/tec-vegetables/p/4046437.html](http://www.cnblogs.com/tec-vegetables/p/4046437.html" \t "http://blog.csdn.net/app_12062011/article/details/_blank)

3.Liblinear使用，官方翻译。

[http://blog.csdn.net/zouxy09/article/details/10947323/](http://blog.csdn.net/zouxy09/article/details/10947323/" \t "http://blog.csdn.net/app_12062011/article/details/_blank)

[http://blog.csdn.net/zouxy09/article/details/10947411](http://blog.csdn.net/zouxy09/article/details/10947411" \t "http://blog.csdn.net/app_12062011/article/details/_blank)

4.这里有篇文章，写的蛮好。转自：[http://blog.chinaunix.net/uid-20761674-id-4840097.html](http://blog.chinaunix.net/uid-20761674-id-4840097.html" \t "http://blog.csdn.net/app_12062011/article/details/_blank)

### 2.LIBSVM与LIBLINEAR的渊源

在过去的十几年里，支持向量机（Support Vector Machines）应该算得上是机器学习领域影响力最大的算法了。而在SVM算法的各种实现工具中，由国立台湾大学林智仁老师开发的工具包LIBSVM，又无疑是影响力最大的。2011年LIBSVM的系统介绍论文“LIBSVM: a library for support vector machines”发表在了期刊ACM TIST(ACM Transactions on Intelligent Systems and Technology)上。2011年的时候，这个期刊的影响因子还不到1，但到了2014年，它的影响因子居然达到了9.39，把TPAMI都甩出了一大截。这其中贡献最大的当然是关于LIBSVM的这篇论文，在google scholar上，这篇文章的引用量居然已经接近20000。

仔细想来其实也并不奇怪，各种研究工作，只要涉及到分类，大部分都会用到SVM算法或者与SVM的算法进行对比，而此时LIBSVM往往是首选工具。其实不但是学术界，在工业界LIBSVM也有非常广泛的应用。这一方面得益于算法实现的稳定与高效，另一方面也是因为LIBSVM提供了丰富的接口与灵活的使用方式。一些非常有名的机器学习工具，如**基于java的Weka和基于python的scikit-learn，其提供的SVM算法在底层也是基于LIBSVM的实现。**

简单来说，LIBSVM是一套完整的SVM模型实现。用户可以在LIBSVM中使用和核函数来训练非线性的分类器，当然也能使用更基础的线性SVM。而LIBLINEAR是一个针对线性分类场景而设计的工具包，除了支持线性的SVM外，还可以支持线性的Logistic Regression等模型，但是无法通过定义核函数方式实现非线性的分类器。**由于支持核函数的扩展，LIBSVM理论上具有比LIBLINEAR更强的分类能力，能够处理更为复杂的问题。**但是，很多人因此就只使用LIBSVM，甚至最简单的线性分类器都是用LIBSVM来训练和预测，这也是不可取的。因为LIBLINEAR设计的初衷就是为了提高线性分类的效率，其优化算法与LIBSVM中的优化算法有着根本的区别。虽然在进行线性分类时LIBSVM和LIBLINEAR都可以达到类似的结果，但是LIBLINEAR无论是在训练上还是在预测上，都比LIBSVM高效得多。此外，**受限于算法，LIBSVM往往在样本量过万之后速度就比较慢了，如果样本量再上升一个数量级，那么通常的机器已经无法处理了**。但使用LIBLINEAR，则完全不需要有这方面的担忧，即便百万千万级别的数据，LIBLINEAR也可以轻松搞定，因为LIBLINEAR本身就是为了解决较大规模样本的模型训练而设计的。

不解的是，LIBSVM早在2000年就已经发布了，而LIBLINEAR直到2007年才发布第一个版本。根据常识，应该是先有一个简单的工具，然后再逐渐完善，但是功能更加强大的LIBSVM却早于LIBLINEAR很久发布。要回答这个问题，还得从机器学习以及SVM的历史说起。

早期的机器学习分类算法可以追溯到Perception（感知机）。Perception的基本思想和Logistic Regression类似，只不过是用在线学习的方法训练出一个线性分类器。很多问题都非常复杂，比如图像或者语音的识别。但是另一方面，受限于当时获取数据与计算存储能力的限制，这些数据集的规模通常非常的小，有的只有几千甚至几百个样本。对于这样相对复杂的问题，可以想到将特征直接用简单的线性分类器进行分类，肯定不会取得太好的效果。这个时候，机器学习领域一个里程碑Multi-Layer Neural Networks（多层神经网络）出现了。多层神经网络引入了Hidden Layer （隐含层），模型的表达能力大大增强，可以训练出各种复杂的分类器。然而神经网络也有一个致命的弱点，由于模型本身的局限性，非常容易过拟合，尤其是在训练样本量较少的情况下。

而这时SVM应运而生，完美的解决了这个问题。**一方面，SVM的目标函数是一个凸函数，可以保证得到问题的全局最优解，避免了神经网络优化频繁陷入局部最优的困扰。另一方面，SVM的背后有一套结构化风险最小化的理论，给定了训练样本和训练参数，是可以从理论上计算出模型在真实数据上误差的bounds。在SVM中，通过对参数的调节和样本量的选择，可以在模型方差与训练误差之间方便的做出权衡。此外，SVM可以定义不同的核函数来构造非线性分类器，可以得到与神经网络方法大体相当的分类能力，从而适应不同的问题。**因此，在上个世纪末到这个是基础，SVM横扫了各种分类的应用场景，成为了当时最炙手可热的机器学习算法。

然而，SVM也存在局限性。首先，**基于核函数的SVM求解相对比较复杂，需要存储一个稠密的样本间的Kernel矩阵，当样本量很大时，存储量相当可观。**而到目前为止，一直没有一个非常有效的并行SVM训练方法能够从根本上提升SVM模型的训练。在十几年前，样本量最多只是上万级别的时候，这个问题并不显得重要。但是在十多年后，随着互联网的爆炸式发展，随便一个模型的训练样本量都可能数以亿计，这时SVM在大数据训练上的不足就凸显无疑了。SVM之所以效果好，主要是得益于非线性核函数的引入。但是新的问题不断出现，而这些问题又涉及到的不同领域知识与业务场景，很多时候仅仅依靠常见的几种kernel函数并不能解决问题。但是SVM本身过分依赖于核函数，而核函数又存在着很多的限制，其灵活性当然不如人工的特征构造方法。另一方面，随着数据量的不断增加，即使这些样不能直接被标注用于模型的训练，但是可以**很多机器学习方法可以从大量的样本中进行特征的自动学习**。比如早年的流形学习，还有文本上的主题模型，图像上的稀疏编码与字典学习等。**通过这些非线性的方法学习的样本特征，往往已经是样本的高层语义表达，有数据充足的情况下，只需要使用较为简单的线性分类器，就可以达到比较好的效果。**这时的**主要矛盾变成了分类器必须有能力处理足够大量的样本**，而在方法上，可以是简单地现行方法。也就是在这个时候，LIBLINEAR应运而生。

LIBSVM的整体框架都是针对训练kernel SVM模型来训练的。但是如果只是需要训练一个线性的SVM模型，那么算法可以简单的多，也可以高效的多。因此LIBLINEAR在保持基本接口和调用方式一致的情况下，采用了新的训练算法，支持了线性SVM和Logistic Regression的训练。LIBSVM和LIBLINEAR的作者林智仁老师在后来的很多演讲中，都在大力的推广LIBLINEAR，并且给出了很多实际的例子证明，**人工构造特征+线性模型的方式可以达到甚至超过kernel SVM的表现，同时大大降低训练的时间和消耗的资源。**

其实就在最近几年，情况又有了新的变化。**人工构造特征+线性分类器的方式在很多问题上又遇到了瓶颈。与此同时，一方面可供使用数据量更大了，另一方面，计算机的计算能力又有了突飞猛进的增长。此时曾经被SVM狠狠压在地上的神经网络又重新焕发了生机。**与SVM相比，神经网络模型的优势在于可以通过控制模型的层数和每一层函数的类型，设计出各种灵活的分类器。同时神经网络的优化算法比kernel SVM更适合并行化。当时影响神经网络发展的主要问题是计算资源的限制和样本量少引起的过拟合。但现在这两项限制都几乎不存在了。基于GPU的并行计算技术现在已经比较成熟，可以支持高速的并行计算。而造成过拟合的原因从根本上说，是因为训练样本的比真实样本数少的太多，不能够反应真实的数据情况。但是如果把我们拥有的所有样本都作为训练样本，其实机会已经就是真实的样本集了，因此过拟合的事实基础就不存在了。虽然神经网络在理论上还有缺陷，但是通过计算能力和数据的增加，这些缺陷已经不是问题。正是因为上面的原因，这些年机器学习的热点又重新回到了神经网络。

仔细看每一次算法的革新，其实真正的推动力都是具体的问题需求与当时的技术条件。因此，脱离具体的应用场景去单纯比较算法的优劣并没有太多意义。对于使用者来说，最适合这个问题场景的算法就是最好的算法。具体到LIBSVM和LIBLINEAR，我尝试总结下面几个原则：

**1.凡是确定使用线性分类器的场景，一定使用LIBLINEAR而不是LIBSVM   
 2.如果样本量较大，比如达到10万以上的规模，这时LIBSVM已经很难处理了。如果线性分类器的效果实在不好，只能采用人工构造特征+LIBLINEAR的方式，或者采用其他的分类器，如神经网络，随机森林等。  
 3.对于高维稀疏数据，典型的如文本的向量空间表示，一般都采用线性的分类器。   
 4.对于样本量和维度都不算太大的问题，且没有对预测的效率有过分的需求，都可以用LIBSVM尝试一下kernel SVM的分类器，很多情况下用kernel SVM比直接用libear SVM还是能达到更高的精度。**

### 3.两种模型解决的问题与算法

**LIBSVM**

LIBSVM支持的5种模型。其中模型0和1对应的都是SVM的分类模型，2对应的是one-class分类器，也就是只需要标注一个标签，模型3和4对应的是SVM的回归模型。

首先来看最基础的C-SVC模型。

**当模型使用linear kernel，也就是φ(x)=x时，上面的问题一个标准的二次凸优化问题，可以比较方便的对每一个变量进行求导。求解这样的问题是有很多快速的优化方法的，这些方法在LIBLINEAR中都有应用。**但是如果是引入kernel的SVM，情况就大不一样了。因为**很多时候我们既不能得到核函数的具体形式，又无法得到特征在核空间中新的表达。**这个时候，之前用在线性SVM上的的求解思路就完全不work了。**为了解决这个问题，就必须采用标准的SVM求解思路，首先把原问题转化为对偶问题。**

通过对偶变化，上面的目标函数变成了一个关于变量α的二次型。很显然，上面目标函数中最重要的常亮是矩阵Q，既训练样本的Kernel Matrix，满足Qi.j=**φ**(xi)T**φ**(xj)。先看好的一方面，根据核函数的定义，能够保证Q是一个正定的矩阵。也就是说，上面的目标函数还是一个凸函数，优化收敛后能保证得到的解是全局最优解， 这也是SVM的重要优势之一。但是问题也随之而来，**使用常用的核函数，只要任意给出两个向量，总是能够计算出一个非0的距离。这也就意味着矩阵Q将会是一个非常稠密的矩阵，如果训练样本足够多，那么矩阵Q的存储和计算将成为很大的问题，这也是SVM的优化算法中的最大挑战。**

由于矩阵Q过大，所以想一次性优化整个α是比较困难的。所以常用的方法都是先把Q大卸八块，每次选择一部分的Q，然后update与这部分Q相关的α的值。这其中最著名的算法就是1998由John C. Platt提出的**SMO算法**，而LIBSVM的优化过程也是基于SMO算法进行的。SMO算法的每一步迭代都选择最小的优化单元，也就是固定其他的α，只挑选两个α的值进行优化。之所以不选择一个，是因为有yTα=0的约束，至少选择两个α的坐标才有可能进行更新。本文主要目的是介绍LIBSVM，所以就不详细讨论SMO的细节了。至于LIBSVM中的具体算法实现，在LIBSVM的官方论文中介绍的很详细，这里总结部分关键问题：

1.Working Set，也就是需要优化的α部分的选取

2.迭代停止条件的设置

3.α的更新算法，也就是每一步子问题的求解方法

4.Shrinking，即移除一些已经满足条件的α，加快收敛速度

5.Cache，当Q矩阵过大时，需要对矩阵进行缓存。

上面的每个问题，处理起来都不简单。作为使用者，或许也没有必要深谙里面的所有细节。我觉得最需要认识的两个问题是：**1) SVM的目标函数看起来好像是一个标准的优化问题，但实际求解却要复杂得多。为了提高求解的速度，既要做算法上的优化，也需要做工程上的改进。如果只是简简单单按照教科书的方法，甚至直接调用一些优化的工具包来实现的SVM算法，最多也就算个demo。要能够真正写一个高效稳定、能处理大规模数据的SVM工具还是非常不容易的。**所以用LIBSVM还是比自己实现算法要简单靠谱不少。**2)SVM的求解之所以要优化，就是因为这个问题本身计算和存储比较麻烦。所以虽然做了这么多的优化，整个算法求解的效率仍然较低。所以我们在使用时还要注意各种程序的细节，提高运行的效率。另外，样本量过大时，有时候为了充分利用数据，也不得不忍痛割爱，放弃kernel的使用。**

除了标准的C-SVM，LIBSVM也提供了对其他一些SVM方法的支持。**其中ν-SVM与C-SVM的算法与应用场景基本是相同的，唯一的区别是原本的参数C变成了参数ν。C-SVM中参数C调整范围在[0,+∞)，而ν-SVM中与之对应的参数ν的调整范围变成了 (0,1]。**这样的设置使得ν-SVM更具解释性，有时在参数设置上也能提供一定的方便。但ν-SVM与C-SVM并不存在本质上的差别，通过参数的调节，两者可以达到完全相同的效果。所以在使用LIBSVM处理分类问题是，选择上面任何一种方法都是OK的，只需要遵循自己的习惯就好了。

**One-Class SVM也是LIBSVM所支持的一种分类方法。顾名思义，使用One Class时，只需要提供一类样本，算法会学习一个尽量小的超球面包裹所有的训练样本。One-Class SVM看起来很有诱惑力，因为我们经常会遇到有一类样本而需要学习分类器的情况。但事实上，一方面很多时候我们得到的正样本在采样过程中存在很大的偏差，导致学习出的One Class分类器不一定考虑到了所有正样本的情形；另一方面，大部分问题还是存在很多构造人工负样本的办法。根据我的经验，采用普通的SVM效果通常还是会好过One-Class SVM，而One-Class SVM在真实场景中的使用也并算不上多。因此在使用这个方法前也需要对问题进行更深入的研究。**

最后，LIBSVM也支持基于SVM的回归模型，即SVR。与分类模型类似，SVR也分为C-SVR和ν-SVR。SVR的目标函数与SVM的分类模型稍有区别。由于回归问题预测值与目标值的偏差可大可小，因此SVR使用了两个slack variable用来刻画预测的误差边界。虽然存在这样的差别，但是两者的基本思路和优化算法与还是基本一致的。

在LIBSVM的实现中，上面五种模型，即C-SVM，ν-SVM，One-class SVM，C-SVR，ν-SVR，最终都可以转化为一个更通用的优化框架，然后用同样的策略进行求解，这也是LIBSVM所实现的主要功能。**在实际使用中，最常用到的方法还是C-SVM，这是最传统的SVM分类模型。**

**LIBLINEAR**

LIBLINEAR是在LIBSVM流行多年后才开发的，要解决的问题本质上也比LIBSVM更简单，其优势主要在于效率与scalablility。之所以存在这样的优势，是因为线性SVM的求解要比kernel SVM简单许多。

还从上面的对偶问题说起，**之前SVM的求解很大程度上受到yTα=0的困扰，因此每次必须选择一组 α进行优化。如果对这一约束项追根述源，可以发现这一项是通过令模型的常数项b导数为0而得到的。而在线性模型中，我们可以通过一个简单地trick，令x=[x,1]和w=[w,b]，这样，在模型中的常数项就不存在了。当然，这样的trick只能在线性模型中才适用。**

**这个时候，就可以每次只选择一个αi进行优化，每一轮遍历α的所有维度，多轮迭代，直至最后收敛。这样的优化算法叫做coordinate descent（坐标下降法）。利用线性函数的特殊性，直接根据α就可以计算出w的向量表示，于是大大提高了算法的效率。**

大量的监督学习模型都可以写成loss function + regularizer的形式，而参数C则控制了两者在最终损失函数中所占的比重。不同loss function与regularizer的选取以及两者之间的平衡，是机器学习的最重要主题之一。

**对于上面的问题，有很多成熟的算法可以进行模型的求解，比如最速梯度法，牛顿法等，对于样本量较大时，也可以采用随机梯度的方法进行训练。** 一般来说，由于考虑了二阶导数，牛顿法本身的优化效率要高于只考虑一阶导数的最速梯度法。**但由于牛顿法本身在计算量和收敛性上存在很多局限性，**所以很少直接使用，而是在牛顿法思想基础上进行一定的改进。其中普遍使用的算法有BFGS和L-BFGS等。**具体到liblinear软件包，作者采用的是Trust Region Newton (TRON) method对模型对传统牛顿法进行了改进，该方法被证明比L-BFGS训练更加高效。**

LIBLINEAR中实现了基于TRON方法的L-2 SVM和Logistical Regression模型训练。其中的L2-loss SVM是标准SVM的变种，loss function变成了：

?(yi,wTxi)=(max(0,1?yiwTxi))2

从实际效果来说，L2-loss SVM与标准的L1-loss SVM并没有太大的区别。但是在计算上，前者的求导形式更加简单，便于梯度的计算与优化。**LIBLINEAR并没有实现Trust Region Newton法的标准L1-loss SVM实现，一方面是因为直接对hinge loss求导需要分段讨论比较复杂，另一方面L2-loss SVM基本可以直接替代L1-loss SVM。不过在其他的一些软件包中，如SVMLIN中，则实现了L1-loss SVM的原问题求解，但使用的优化算法是L-BGFS而不是TRON。**

### 4.总结

简单总结一下不同算法的应用场景吧：

1.所有线性问题都是用LIBLINEAR，而不要使用LIBSVM。

2.LIBSVM中的不同算法，如C-SVM和nu-SVM在模型和求解上并没有本质的区别，只是做了一个参数的变换，所以选择自己习惯的就好。

3.LIBLINEAR的优化算法主要分为两大类，即求解原问题(primal problem)和对偶问题(dual problem)。**求解原问题使用的是TRON的优化算法，对偶问题使用的是Coordinate Descent优化算法。**总的来说，两个算法的优化效率都较高，但还是有各自更加擅长的场景。**对于样本量不大，但是维度特别高的场景，如文本分类，更适合对偶问题求解，因为由于样本量小，计算出来的Kernel Matrix也不大，后面的优化也比较方便。**而如果求解原问题，则求导的过程中要频繁对高维的特征矩阵进行计算，如果特征比较稀疏的话，那么就会多做很多无意义的计算，影响优化的效率。相反，**当样本数非常多，而特征维度不高时，如果采用求解对偶问题，则由于Kernel Matrix过大，求解并不方便。反倒是求解原问题更加容易**。

多分类问题

LIBSVM和LIBLINEAR都支持多分类（Multi-class classification）问题。所谓多分类问题，就是说每一个样本的类别标签可以超过2个，但是最终预测的结果只能是一个类别。比如经典的手写数字识别问题，输入是一幅图像，最后输出的是0-9这十个数字中的某一个。

LIBSVM与LIBLINEAR但实现方式却完全不同。**LIBSVM采取的one vs one的策略，也就是所有的分类两两之间都要训练一个分类器。这样一来，如果存在k个class，理论上就需要训练 k(k-1)/2个分类器。**实际上，libsvm在这一步也进行了一定的优化，利用已有分类的关系，减少分类器的个数。尽管如此，LIBSVM在多分类问题上还是要多次训练分类器。但是，考虑到前面说的LIBSVM的优化方法，随着样本数量的增加，训练的复杂度会非线性的增加。而**通过1VS1的策略，可以保证每一个子分类问题的样本量不至于太多，其实反倒是方便了整个模型的训练。**

**而LIBLINEAR则采取了另一种训练策略，即one vs all。每一个class对应一个分类器，副样本就是其他类别的所有样本。由于LIBLINEAR能够和需要处理的训练规模比LIBSVM大得多，因此这种方式要比one vs one更加高效。此外，LIBLINEAR还实现了基于Crammer and Singer方法的SVM多分类算法，在一个统一的目标函数中学习每一个class对应的分类器。**

**输出文件**

一般来说，我们**使用LIBLINEAR或者LIBSVM，可以直接调用系统的训练与预测函数，不需要直接去接触训练得到的模型文件。**但有时候我们也可能需要在自己的平台实现预测的算法，这时候就不可避免的要对模型文件进行解析。

由于LIBLINEAR与LIBSVM的训练模型不同，因此他们对应的模型文件格式也不同。LIBLINEAR训练结果的格式相对简单，例如：

1 solver\_type L2R\_L2LOSS\_SVC\_DUAL 2 nr\_class 3 3 label 0 1 2 4 nr\_feature 5 5 bias -1 6 w 7 -0.4021097293855418 0.1002472498884907 -0.1619908595357437 8 0.008699468444669581 0.2310109611908343 -0.2295723940247394 9 -0.6814324057724231 0.4263611607497726 -0.4190714505083906 10 -0.1505088594898125 0.2709227166451816 -0.1929294695905781 11 2.14656708009991 -0.007495770268046003 -0.1880325536062815

上面的solver\_type表示求解算法，w以下表示求解得到的模型权重。其中每一列对应一个class的分类器，而每一行对应特征的一个维度。其中nr\_class表示求解的个数，nr\_feature表示特征的维度，bias表示模型的bias，可以人工设置权重。这里容易产生误解的是label这个字段，表示的是每一个用户训练文件中label对应w的列数。比如在上面的模型中，用户指定编号为0的分类器对应w的第一列。但是上面的对应关系并不是一定存在的，比如在二分类场景中，用将整样本标为1，负样本标为0，但在模型训练中，LIBLINEAR会按照自己的编号系统进行训练，因而有可能出现负样本在前，正样本在后的情形。这时候，就必须要根据label 1 0将LIBLIENAR内部的编号体系与真实的用户标签进行对应。当然，后来LIBLINEAR和LIBSVM做了一些优化，在二分类时，如果正负样本标签分别是-1和+1，那么可以始终保证正样本出现在w的第一列。但是这个机制也不是完全靠谱，比如说在LIBLINEAR的spark实现代码中，就没有实现这个特性，曾经把我整的很惨。因此在这里还是需要十分注意。

LIBSVM的训练结果格式就更复杂一些，例如：

1 kernel\_type rbf 2 gamma 0.0769231 3 nr\_class 3 4 total\_sv 140 5 rho -1.04496 0.315784 1.03037 6 label 1 0 -1 7 nr\_sv 2 2 1 8 SV 9 0 1 1:0.583333 2:-1 3:0.333333 4:-0.603774 5:1 6:-1 7:1 8:0.358779 9:-1 10:-0.483871 12:-1 13:1 10 0 0.6416468628860974 1:0.125 2:1 3:0.333333 4:-0.320755 5:-0.406393 6:1 7:1 8:0.0839695 9:1 10:-0.806452 12:-0.333333 13:0.5 11 0 1 1:0.333333 2:1 3:-1 4:-0.245283 5:-0.506849 6:-1 7:-1 8:0.129771 9:-1 10:-0.16129 12:0.333333 13:-1 12 0.2685466895842373 0 1:0.583333 2:1 3:1 4:-0.509434 5:-0.52968 6:-1 7:1 8:-0.114504 9:1 10:-0.16129 12:0.333333 13:1 13 0 1 1:0.208333 2:1 3:0.333333 4:-0.660377 5:-0.525114 6:-1 7:1 8:0.435115 9:-1 10:-0.193548 12:-0.333333 13:1

上面参数的意义都比较直接，需要注意的是SV后面就是训练出的模型参数，以支持向量的方式进行存储。nr\_sv给出了每一个支持向量所对应的模型，比如“2 2 1”就表示前两行是标签为1类的支持向量，其后面两行是标签为0类的支持向量，最后一行是标签为-1类的支持向量。而具体每一行支持向量，在上面的模型中，由于存在三类，所以每一个支持向量有可能都会存在于两个分类器中，所以前两列的数分别对应了对剩下两个分类作为支持向量时候的α值，后面才是真正的支持向量。

## LIBSVM和LIBLINEAR库剖析

### 逻辑回归logistic regression

Logistic回归的名字让人容易误解，它虽然叫“回归”但实际上是一种用于分类问题的算法。由于实现简单、计算速度快，logistic回归被广泛应用于大规模数据集的分类问题，如广告点击率预估、文本分类。

Logistic回归可以直接输出样本属于某一类的概率。对于二分类问题，给定参数![](data:image/x-wmf;base64,183GmgAAAAAAAMoBhAHsCQAAAACzXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdW4XZtoEAAAALQEAAAkAAAAyCgAAAAABAAAAd3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF3AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABuF2baAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和样本的特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAHsCQAAAAD9XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdekbZl8EAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF4AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADpG2ZfAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，无论是正样本还是负样本，该样本属于每个类的概率可以统一写成如下形式：

![](data:image/x-wmf;base64,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)

Logistic回归只能用于二分类问题，我们将它进行推广，得到处理多类分类问题的softmax回归，也称为多类logistic回归。主要思路是：

softmax回归按照下面的公式估计一个样本![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAHsCQAAAAD9XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdXwYZmMEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF4AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB8GGZjAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)属于每一类的概率![](data:image/x-wmf;base64,183GmgAAAAAAAJQHCAPsCQAAAABhWgEACQAAAzUCAAAEAKUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAuAGCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///6H///+gBgAAYQIAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnwAAgUFAAAAEwJEAgIFBQAAAAkCAAAAAgUAAAAUAugBWgEcAAAA+wLH/eMAAAAAAJABAAAAAQACABBTeW1ib2wAdbwMCnDQkzYAlOwYANiURHWAAUh1fhJmJwQAAAAtAQEACQAAADIKAAAAAAEAAAAoeQAABQAAABQC6AEdBhwAAAD7Asf94wAAAAAAkAEAAAABAAIAEFN5bWJvbAB11xQKcVCUNgCU7BgA2JREdYABSHV+EmYnBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAKXkAAAUAAAAUAsABNwUcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ACOkYANiURHWAAUh1fhJmJwQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAHh5AAMFAAAAFALAAWoAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdX4SZicEAAAALQECAAQAAADwAQEADAAAADIKAAAAAAMAAABweWlxswEuAgADBQAAABQCwAErAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1vAwKctCTNgAI6RgA2JREdYABSHV+EmYnBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAPXkAA6UAAAAmBg8APwFBcHBzTUZDQwEAGAEAABgBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINwAAMAAQMAAQACAIN5AAIEhj0APQIAg2kAAwAEAQABAAIAgXgAAAIAlgfsAAACAJYoAAIAlikAAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB+EmYnAAAKADgAigEAAAAA/////zjzGAAEAAAALQEDAAQAAADwAQEAAwAAAAAA)：
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将一般的logistic似然函数，推广为多类的损失函数，相当于把多个类的损失函数做累加（每一个类的损失函数都有待优化的一组权重），然后优化推广得到的损失函数使其最小（最后得到所有类的各组权重值）。

在预测的时候，将待预测样本输入到每个类的预测模型中，取概率最大的哪一个模型作为分类结果。

### 线性可分支持向量机

支持向量机的目标是寻找一个分类超平面，该平面不仅能正确的分类每一个样本，并且要离每一类距离超平面最近的样本的距离尽可能远。
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### 线性不可分/软间隔支持向量机

上面的线性可分支持向量机不具有太多的实用价值，因为在现实问题中，样本往往都不是线性可分的。为了处理这个问题，当线性不可分时，通过加上松弛变量和惩罚因子对错误分类的样本进行惩罚，可以得到如下最优化问题：

![](data:image/x-wmf;base64,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)

### 核向量支持向量机

即使是加入了松弛变量和惩罚因子，支持向量机还是一个线性分类器，只不过允许错分样本的存在。本节要介绍的核映射使得支持向量机成为非线性分类器，其决策边界不再是线性的超平面，而可以是形状非常复杂的曲面。

当样本线性不可分时，可以对特征向量做映射（一般是非线性映射），将向量转化到更高维的空间，使得在该空间中是线性可分的，这种方法在机器学习中被称为核技巧[4]。对于特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAGABYAHsCQAAAAD9XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd2IVZpMEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF4AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABiFWaTAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，核映射![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHfnFAr8UCF7AATpGACPky13gAExd6ETZm0EAAAALQEAAAkAAAAyCgAAAAABAAAAZnkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITVA2YAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAChE2ZtAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)将其变换到更高维的空间。这种映射为：

![](data:image/x-wmf;base64,183GmgAAAAAAAFYGwQLsCQAAAABqWgEACQAAAwgCAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAsAFCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+ABQAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AXwDHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHadFQqDCJAtADjcGADYlAt2gAEPdhAWZlIEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwBBwUcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdj0WCoPIkC0AONwYANiUC3aAAQ92EBZmUgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAt2gAEPdhAWZlIEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB6eOcDAAMFAAAAFAKgAVACHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHY9FgqEyJAtAKzYGADYlAt2gAEPdhAWZlIEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABqeAADBQAAABQCoAFCARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2nRUKhQiQLQCs2BgA2JQLdoABD3YQFmZSBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPXgAA5wAAAAmBg8ALQFBcHBzTUZDQwEABgEAAAYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF6AAIEhj0APQIEhMYDagMAAQMAAQACAIF4AAACAJYoAAIAlikAAAAACwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFIQFmZSAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

在对偶问题的表述中，我们出现的都是两个样本向量之间的内积，因此有：

![](data:image/x-wmf;base64,183GmgAAAAAAAF0NwQLsCQAAAABhUQEACQAAA08CAAACANQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiAMCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCwAANQIAAAUAAAAJAgAAAAIFAAAAFAL0APQAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlDN3gAE3d/wGZlMEAAAALQEAAAoAAAAyCgAAAAACAAAAVFTDBrwBBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCs2BgA2JQzd4ABN3f8BmZTBAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAenooeCkoeClbAcQDkABEATMCkAB4AQADBQAAABQCAwLwABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCs2BgA2JQzd4ABN3f8BmZTBAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAaWppaosBQgQ3BLwBBQAAABQCoAFRBBwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB3ixcKCCD0gACs2BgA2JQzd4ABN3f8BmZTBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAamoHBAADBQAAABQCoAFDAxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3phwK+vDQfwCs2BgA2JQzd4ABN3f8BmZTBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPWoAA9QAAAAmBg8AngFBcHBzTUZDQwEAdwEAAHcBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIF6AAMAHQAACwEAAgCDaQAAAQACAIFUAAAACgIAgXoAAwAbAAALAQACAINqAAABAQAKAgSGPQA9AgSExgNqAgCCKAACAIF4AAMAGwAACwEAAgCDaQAAAQEACgIAgikAAwAcAAALAQEBAAIAgVQAAAAKAgSExgNqAgCCKAACAIF4AAMAGwAACwEAAgCDagAAAQEACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBT/AZmUwAACgA4AIoBAAAAAAEAAADc4hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

直接计算![](data:image/x-wmf;base64,183GmgAAAAAAANsDwQLsCQAAAADnXwEACQAAA88BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///9AAwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AUgBHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHcdFApasCF7ADTcGACPky13gAExdy4TZucEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwB0wIcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAd6gUCvIwIHsANNwYAI+TLXeAATF3LhNm5wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKgAe0BHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACPky13gAExdy4TZucEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB4eQADBQAAABQCoAEcABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB3qBQK8zAgewCo2BgAj5Mtd4ABMXcuE2bnBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAankAA5YAAAAmBg8AIgFBcHBzTUZDQwEA+wAAAPsAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITGA2oDAAEDAAEAAgCBeAAAAgCWKAACAJYpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOcuE2bnAAAKADgAigEAAAAAAAAAANziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)效率太低，而且不容易构造。如果映射函数选取得当，存在函数![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAJgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd+oQZpcEAAAALQEAAAkAAAAyCgAAAAABAAAAS3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINLAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADqEGaXAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，使得下面等式成立：

![](data:image/x-wmf;base64,183GmgAAAAAAALMXwQLsCQAAAACPSwEACQAAA8ECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAKAFRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AFQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKm/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAd9gKCkBQiGMASOMYANiUM3eAATd3zhxmEAQAAAAtAQAACAAAADIKmgFzAQEAAAAoeRwAAAD7Aqb94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB3WRwKDjCIYwBI4xgA2JQzd4ABN3fOHGYQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCpoBRwUBAAAAKXkcAAAA+wKZ/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAd9gKCkFQiGMASOMYANiUM3eAATd3zhxmEAQAAAAtAQAABAAAAPABAQAIAAAAMgqfAVcIAQAAACh5HAAAAPsCmf3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdZHAoPMIhjAEjjGADYlDN3gAE3d84cZhAEAAAALQEBAAQAAADwAQAACAAAADIKnwHVCwEAAAApeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAA5BgA2JQzd4ABN3fOHGYQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABuBQBAAAAKXkIAAAAMgqgATkTAQAAAHh5CAAAADIKoAGpEgEAAAAoeQgAAAAyCqABbxABAAAAKXkIAAAAMgqgASQPAQAAAHh5CAAAADIKoAGUDgEAAAAoeQgAAAAyCqABSgoBAAAAeHkIAAAAMgqgAcQIAQAAAHh5CAAAADIKoAG8AwEAAAB4eQgAAAAyCqABJgMBAAAALHkIAAAAMgqgAeEBAQAAAHh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADkGADYlDN3gAE3d84cZhAEAAAALQEBAAQAAADwAQAACAAAADIK9AD+EAEAAABUeQgAAAAyCvQAoQkBAAAAVHkIAAAAMgoAAp4JAQAAAGl5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAADkGADYlDN3gAE3d84cZhAEAAAALQEAAAQAAADwAQEACAAAADIKAAJDFAEAAABqeQgAAAAyCgAC/g8BAAAAaXkIAAAAMgoAAlQLAQAAAGp5CAAAADIKAALGBAEAAABqeQgAAAAyCgACuwIBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAOQYANiUM3eAATd3zhxmEAQAAAAtAQEABAAAAPABAAAIAAAAMgqgASoHAQAAAEt5CAAAADIKoAFGAAEAAABLeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB32AoKRFCIYwAA5BgA2JQzd4ABN3fOHGYQBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABoREBAAAAankIAAAAMgqgAYwNAQAAAGp5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdZHAoSMIhjAADkGADYlDN3gAE3d84cZhAEAAAALQEBAAQAAADwAQAACAAAADIKoAF+DAEAAAA9eQgAAAAyCqAB8gUBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAQzhxmEAAACgA4AIoBAAAAAAAAAADs5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

### SMO求解算法

前面我们给出了支持向量机的对偶问题，但并没有说明对偶问题怎么求解。当训练样本的数量很大的时候，矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlDl3gAE9d/ERZpcEAAAALQEAAAkAAAAyCgAAAAABAAAAUXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFRAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADxEWaXAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的规模很大，求解二次规划问题的经典算法将会遇到性能问题。支持向量机最优化问题的高效求解算法-经典的SMO算法。

SMO算法[5]由John C. Platt等人在1998年提出，这是一种求解支持向量机对偶问题的高效方法。SMO算法的思路是，每次在向量![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHfSFAo5MCB7AATpGACPky13gAExd7sVZmMEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBISxA2EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC7FWZjAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中挑出两个分量进行优化，而让其他分量固定（这样才能保证满足等式约束条件），这是一种分治法的思想。

每次固定两个分量优化时，求解算法得到是在可行域里的最小值，因此每次求解更新![](data:image/x-wmf;base64,183GmgAAAAAAAMoBewLsCQAAAABMXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlBJ1gAEWdYkbZmkEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAddUcCmXw3nEArNgYANiUEnWAARZ1iRtmaQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGF5AAOTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEsQNhAwAbAAALAQACAINpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBpiRtmaQAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)和![](data:image/x-wmf;base64,183GmgAAAAAAABECngLsCQAAAAByXgEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlBJ1gAEWdSISZlsEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdWEVCojQ3nEArNgYANiUEnWAARZ1IhJmWwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGF5AAOTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEsQNhAwAbAAALAQACAINqAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBbIhJmWwAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的值之后，都能保证目标函数值小于或者等于初始值，即函数值下降。

### 优化变量的选择（违反KKT原则）

选择方法是在训练样本中选取违反KKT条件最严重的那个样本。

在最优点处，训练样本![](data:image/x-wmf;base64,183GmgAAAAAAABkFwQLsCQAAAAAlWQEACQAAAxcCAAACAKoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAqAECwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///9gBAAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AS4AHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHesEwo9KAl/AJDsGACPky13gAExdzUVZmIEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwB7wMcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdzATCkGoB38AkOwYAI+TLXeAATF3NRVmYgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKgAdMAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExdzUVZmIEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB4LD4BAAMFAAAAFAIDAqcBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExdzUVZmIEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABpacQBvAEFAAAAFAKgAcUCHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExdzUVZmIEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB5aQADqgAAACYGDwBKAUFwcHNNRkNDAQAjAQAAIwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMAAQMAAQACAIF4AAMAGwAACwEAAgCDaQAAAQEACgIAgiwAAgCDeQADABsAAAsBAAIAg2kAAAEBAAAKAgCWKAACAJYpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGI1FWZiAAAKADgAigEAAAAAAQAAADjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是否满足KKT条件的判据是：
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![](data:image/x-wmf;base64,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)

### 多类分类问题

前面讲述的支持向量机都只能解决二分类问题，事实上，它可以用于多分类问题。对于多分类问题，有以下几种解决方案：

1对剩余方案。对于![](data:image/x-wmf;base64,183GmgAAAAAAAGAB7QHsCQAAAABwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd38UZhIEAAAALQEAAAkAAAAyCgAAAAABAAAAa3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINrAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB/FGYSAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个类的分类问题，训练![](data:image/x-wmf;base64,183GmgAAAAAAAGAB7QHsCQAAAABwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd4cVZj0EAAAALQEAAAkAAAAyCgAAAAABAAAAa3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINrAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACHFWY9AAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个分类器。在训练时，第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAt2gAEPdvcWZgYEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAJgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD3FmYGAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个分类器的正样本是第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAt2gAEPdvcWZgYEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAJgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD3FmYGAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类样本，负样本是除第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdXYdZlEEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB2HWZRAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类之外其他所有类型的样本，这个分类器的作用就是判断样本是否属于第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqddEcZtUEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADRHGbVAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类。在进行分类时，对于待预测样本，用每个分类器计算输出值![](data:image/x-wmf;base64,183GmgAAAAAAACIEwQLsCQAAAAAeWAEACQAAA88BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAsADCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+AAwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AWwBHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWbHAqagPR0ADjcGADYlCZ1gAEqddAdZoAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwB9wIcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdZAcCgFA9nQAONwYANiUJnWAASp10B1mgAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKgARECHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqddAdZoAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAB4eQADBQAAABQCoAGCABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCs2BgA2JQmdYABKnXQHWaABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAZnkAA5YAAAAmBg8AIQFBcHBzTUZDQwEA+gAAAPoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINmAAMAAQMAAQACAIF4AAACAJYoAAIAlikAAAAAKQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIDQHWaAAAAKADgAigEAAAAAAAAAANziGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，取输出值最大那个作为最终的预测结果。

1对1方案。如果有![](data:image/x-wmf;base64,183GmgAAAAAAAGAB7QHsCQAAAABwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd7cUZosEAAAALQEAAAkAAAAyCgAAAAABAAAAa3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINrAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC3FGaLAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个类，训练![](data:image/x-wmf;base64,183GmgAAAAAAAJQHwQLsCQAAAACoWwEACQAAAw8CAAACAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAuAGCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+gBgAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8ASoBHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHb5FwrBSIstADjcGADYlAt2gAEPdnQXZjAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUArwBcQQcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdgoYCr4IkC0AONwYANiUC3aAAQ92dBdmMAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKgAbsDHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAt2gAEPdnQXZjAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxLzK+dwG6AAADBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCs2BgA2JQLdoABD3Z0F2YwBAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAa2uPAQADBQAAABQCoAHRAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2+RcKw0iLLQCs2BgA2JQLdoABD3Z0F2YwBAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAALWsAA6AAAAAmBg8ANgFBcHBzTUZDQwEADwEAAA8BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINrAAMAAQMAAQACAINrAAIEhhIiLQIAiDEAAAIAligAAgCWKQAAAgCCLwACAIgyAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AMHQXZjAAAAoAOACKAQAAAAABAAAA3OIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)个二分类器。训练时，将第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdbQUZhwEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC0FGYcAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类作为正样本，第![](data:image/x-wmf;base64,183GmgAAAAAAAGABEQLsCQAAAACMXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJAAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdZAcZrEEAAAALQEAAAkAAAAyCgAAAAABAAAAankAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINqAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACQHGaxAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类作为负样本，总共有![](data:image/x-wmf;base64,183GmgAAAAAAADQCngLsCQAAAABXXgEACQAAA5wBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAgACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AFEBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdYocZkMEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAgMCMAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUJnWAASp1ihxmQwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGt5vAEFAAAAFAKgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdYocZkMEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABDeQADlQAAACYGDwAgAUFwcHNNRkNDAQD5AAAA+QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0MAAwAdAAALAQACAINrAAABAAIAiDIAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEOKHGZDAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)种组合。每个分类器的作用是判断样本是属于第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdY0RZq0EAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACNEWatAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类还是第![](data:image/x-wmf;base64,183GmgAAAAAAAGABEQLsCQAAAACMXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJAAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqddEcZkcEAAAALQEAAAkAAAAyCgAAAAABAAAAankAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINqAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADRHGZHAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类。对样本进行分类时采用投票的方法，依次用每个二分类器进行预测，如果判定为第![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdZMdZj0EAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACTHWY9AAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类，则![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdYwdZuEEAAAALQEAAAkAAAAyCgAAAAABAAAAeHkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACMHWbhAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)类的投票数加1，得票最多的那个类作为最终的判定结果。

除了通过二分类器来构造多类分类器之外，还有其他一些思路，通过直接优化多类分类的目标函数得到多分类器[13]。

### LIBSVM开源库

libsvm实现了5种类型的支持向量机，用于分类和回归问题，它们分别是：

![](data:image/x-wmf;base64,183GmgAAAAAAADMG7QHsCQAAAAAjWQEACQAAA20BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gBQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdUoVZpsEAAAALQEAAA0AAAAyCgAAAAAEAAAAQ1NWQ3ACwADqAAADBQAAABQCYAGEARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1+RUKeKD2dACs2BgA2JQmdYABKnVKFWabBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALXkAA5QAAAAmBg8AHgFBcHBzTUZDQwEA9wAAAPcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINDAAIEhhIiLQIAg1MAAgCDVgACAINDAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Am0oVZpsAAAoAOACKAQAAAAAAAAAA3OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExdwkUZgMEAAAALQEAAAkAAAAyCgAAAAABAAAAQ3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINDAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAJFGYDAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)-support vector classification），这就是我们前面讲述的用于分类问题的支持向量机，是源代码分析的重点。

![](data:image/x-wmf;base64,183GmgAAAAAAAOwF7QHsCQAAAAD8WgEACQAAA58BAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWAFCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAVwCHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdWwVZooEAAAALQEAAAwAAAAyCgAAAAADAAAAU1ZDAMAA6gAAAwUAAAAUAmAB/v8cAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdfMVCsjg9XQArNgYANiUJnWAASp1bBVmigQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55AAMFAAAAFAJgAUIBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXRFQquIPZ0AKzYGADYlCZ1gAEqdWwVZooEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAteQADlQAAACYGDwAfAUFwcHNNRkNDAQD4AAAA+AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhL0DbgIEhhIiLQIAg1MAAgCDVgACAINDAAAA9AoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIpsFWaKAAAKADgAigEAAAAAAQAAANziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)（![](data:image/x-wmf;base64,183GmgAAAAAAAD0BhAHsCQAAAABEXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAATQAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd9kTZqwEAAAALQEAAAkAAAAyCgAAAAABAAAAdnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN2AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADZE2asAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)-support vector classification），用于分类问题，另外一种表述的支持向量机，不使用惩罚因子![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlCZ1gAEqdXoVZpoEAAAALQEAAAkAAAAyCgAAAAABAAAAQ3kAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINDAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB6FWaaAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，而是使用了另一个变量替代它，不做重点介绍。

one class SVM，单类SVM，用于估计特征向量的分布，不做重点介绍。
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对于分类问题，libsvm支持多类分类和交叉验证，并且可以输出概率值，对于多类分类问题，采用的是1对1的方案。

### LIBLINEAR开源库

Liblinear实现了以下机器学习算法：

L2正则化的logistic回归（简称L2-LR），求解原问题与对偶问题

L1正则化的logistic回归（简称L1-LR），只求解原问题

L2正则化L1-loss的线性支持向量机，只求解对偶问题

L2正则化L2-loss的线性支持向量机，求解原问题与对偶问题

L1正则化L2-loss的线性支持向量机，只求解原问题

多类线性支持向量机，求解对偶问题

表12.1 liblinear求解的各种问题

|  |  |  |
| --- | --- | --- |
| 算法类型 | 求解的问题 | 求解算法 |
| L1正则化LR | 原问题 | 坐标下降法 |
| L2正则化LR | 原问题 | 可信域牛顿法 |
| L2正则化LR | 对偶问题 | 坐标下降法 |
| L1正则化L2损失函数SVC | 原问题 | 坐标下降法 |
| L2正则化L2损失函数SVC | 原问题 | 可信域牛顿法 |
| L2正则化L1损失函数SVC | 对偶问题 | 坐标下降法 |
| L2正则化L2损失函数SVC | 对偶问题 | 坐标下降法 |
| L1损失函数SVR | 对偶问题 | 坐标下降法 |
| L2损失函数SVR | 原问题 | 可信域牛顿法 |
| L2损失函数SVR | 对偶问题 | 坐标下降法 |
| 多类SVM | 对偶问题 | 坐标下降法 |

多类分类问题的线性支持向量机。在前一章中，libsvm解决多分类问题是通过二分类器实现的，在liblinear中直接定义并求解多类问题的损失函数。

对于多类分类问题，liblinear的支持向量机采用了一对剩余的方案。

### Solver的选择

liblinear支持多种solver模式，以下直接列举liblinear支持的几种典型solver模式对应的结构风险函数（结构风险函数由损失函数和正则化项/罚项组合而成，实际即为求解结构风险函数最小值的最优化问题），以方便说明和理解。

L2-regularizedL1-loss Support VectorClassification
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L2-regularizedL2-loss Support Vector Classification
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L1-regularizedL2-loss Support Vector Classification
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L2-regularized Logistic Regression
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L1-regularized Logistic Regression
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Liblinear中同时支持线性svm和logisticregression，两者最大区别即在于损失函数（loss function）不同，损失函数是用来描述预测值f(X)与实际值Y之间差别的非负实值函数，记作L(Y, f(X))，即上述公式中的项。

另一个重要选择是正则化项。正则化项是为了降低模型复杂度，提高泛化能力，避免过拟合而引入的项。当数据维度很高/样本不多的情况下，模型参数很多，模型容易变得很复杂，表面上看虽然极好地通过了所有样本点，但实际却出现了很多过拟合，此时则通过引入L1/L2正则化项来解决。

一般情况下，L1即为1范数，为绝对值之和；L2即为2范数，就是通常意义上的模。L1会趋向于产生少量的特征，而其他的特征都是0，即实现所谓的稀疏，而L2会选择更多的特征，这些特征都会接近于0。

对于solver的选择，作者的建议是：一般情况下推荐使用线性svm，其训练速度快且效果与lr接近；一般情况下推荐使用L2正则化项，L1精度相对低且训练速度也会慢一些，除非想得到一个稀疏的模型（个人注：当特征数量非常大，稀疏模型对于减少在线预测计算量比较有帮助）。

### 原问题与对偶问题的选择

primal和dual分别对应于原问题和对偶问题的求解，**对结果是没有影响的，**但是对偶问题可能比较慢。作者有如下建议：对于L2正则-SVM，可以先尝试用dual求解，如果非常慢，则换用primal求解。

网上另一个可参考的建议是：对于样本量不大，但是维度特别高的场景，如文本分类，更适合对偶问题求解；相反，当样本数非常多，而特征维度不高时，如果采用求解对偶问题，则由于Kernel Matrix过大，求解并不方便。反倒是求解原问题更加容易。

### 训练数据归一化

作者是这样建议的：**在他们文档分类的应用中，归一化不但能大大减少训练时间，也能使得训练效果更好，因此我们选择对训练数据进行归一化。**同时在实践中，归一化使得我们能直接对比各特征的公式权重，直观地看出哪些特征比较重要。

### LIBSVM和LIBLINEAR求解算法的区别

**LIBSVM求解SVM问题：**

1）在libsvm中，支持向量机的最初问题原型（原问题和对偶问题）为：
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可以看出，优化项为二次项，并带有约束条件。

2）引入松弛因子（原问题与对偶问题）为：
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可以看出，优化项为二次项+惩罚项，并带有约束条件。

3）加入核函数为：
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在LIBSVM中，几种支持向量机的**原问题都是求解一个带约束的二次优化问题**，它们的**对偶问题都是二次规划问题**，并且有相同的二次项系数矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd3oVZtUEAAAALQEAAAkAAAAyCgAAAAABAAAAUXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFRAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB6FWbVAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。不同的只有一次项系数以及约束条件。

LIBSVM的求解算法主要是**SMO算法**；主要思路是利用KKT条件选择两个待优化参数（在libsvm中，工作集选择算法使用了二阶导数信息），固定其他参数，一直迭代收敛到最小；然后再选择两个待优化的参数，继续优化，直到满足条件。

整个训练算法的核心可以分为两部分，第一步选择工作集，第二部分对选定的工作集变量的子问题进行最优化求解。由于![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd6ITZm4EAAAALQEAAAkAAAAyCgAAAAABAAAAUXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFRAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACiE2ZuAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是一个密集矩阵，当问题的规模很大时，不能完全将![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAATpGACPky13gAExd8wUZvcEAAAALQEAAAkAAAAyCgAAAAABAAAAUXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFRAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADMFGb3AAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)存放在内存中，在实现时，采用了cache策略缓存矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlAt2gAEPdjUWZggEAAAALQEAAAkAAAAyCgAAAAABAAAAUXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFRAAAAJgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA1FmYIAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。

**LIBLINEAR求解logistic回归分类问题：**

1）在liblinear中，logistic回归的原问题为：

![](data:image/x-wmf;base64,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)

为了防止过拟合，加入了正则化项：
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其中二次项为正则化项，优化项为一次累加项。可以证明L2正则化的logistic回归的原问题是一个**凸优化问题，也是一个不带约束条件的优化问题**。常用的非线性优化方法如非线性共轭梯度法、拟牛顿法等。

2）上面问题的对偶问题为：
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可以看出这个**对偶问题是一个带约束条件的优化问题**，**在liblinear中，求解该问题的方法是坐标下降法。**和其他最优化方法如共轭梯度法、拟牛顿法相比，坐标下降法有更快的速度，坐标下降法更适合大规模问题的求解。

坐标下降法的思路是每次迭代时更新部分变量的值，这比同时优化所有变量要简化很多。简单的说，就是只调整部分变量![](data:image/x-wmf;base64,183GmgAAAAAAAMoBewLsCQAAAABMXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlJN2gAGXdlgUZqYEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoABHAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdoITCqIwxG8ArNgYANiUk3aAAZd2WBRmpgQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGF5AAOTAAAAJgYPABsBQXBwc01GQ0MBAPQAAAD0AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEsQNhAwAbAAALAQACAINpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCmWBRmpgAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，将其他![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHYuEwqkEMZvAKzYGADYlJN2gAGXdmUUZnAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBISxA2EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABlFGZwAAAKADgAigEAAAAA/////9ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)固定住不动，回忆一下求解支持向量机对偶问题的SMO算法，其实和上面的方法思想是一样的，都采用了分治的策略。

对于优化变量的选择，是依次优化每一个变量，上述算法的关键是求解子优化问题。

**3）L1正则化logistic回归求解如下不带约束的最优化问题：**
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**在liblinear中，该问题的求解采用的也是坐标下降法。**

在上面的2）、3）两个问题中，坐标下降法的求解思路都是依次优化每一个变量，求解单个变量的子问题时，都是先显式求解或者用牛顿法求解，得到牛顿方向；然后进行直线搜索，得到合适的步长。

**LIBLINEAR求解线性SVM问题**

和libsvm不一样，在liblinear中，求解L2正则化的L2和L1损失函数的支持向量机对偶问题并没有采用SMO算法，而是都采用了坐标下降法。

如果每次只优化一个变量，即我们限定工作集![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAJgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdcobZmUEAAAALQEAAAkAAAAyCgAAAAABAAAAQnkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINCAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADKG2ZlAAAKADgAigEAAAAA/////zjzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)只有一个元素，依次从集合![](data:image/x-wmf;base64,183GmgAAAAAAADwFwQLsCQAAAAAAWQEACQAAA+IBAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAsAECwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+ABAAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8ARwAHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHWqFwrB0JM2AJTsGADYlER1gAFIdT8QZn0EAAAALQEAAAkAAAAyCgAAAAABAAAAe3kAAAUAAAAUArwBzwMcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdcobCk9QlDYAlOwYANiURHWAAUh1PxBmfQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAH15AAAFAAAAFAKgAakAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdT8QZn0EAAAALQEAAAQAAADwAQEAEAAAADIKAAAAAAYAAAAxLC4uLiycAHgAYABgAGAAAAMFAAAAFAKgAWEDHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdT8QZn0EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABseQADogAAACYGDwA6AUFwcHNNRkNDAQATAQAAEwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYIRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMAAgMAAQACAIgxAAIAgiwAAgCCLgACAIIuAAIAgi4AAgCCLAACAINsAAACAJZ7AAIAln0AAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AfT8QZn0AAAoAOACKAQAAAAAAAAAAOPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)中选择一个元素进行优化。

之所以应用的不是梯度法，是因为计算上面的梯度计算比较耗时，为此提出了高效的算法。

和前面的坐标下降法一样，依次优化每一个变量![](data:image/x-wmf;base64,183GmgAAAAAAABECngLsCQAAAAByXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVgBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjpGADYlER1gAFIdW0bZukEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACOkYANiURHWAAUh1bRtm6QQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHd5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDdwADABsAAAsBAAIAg2oAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A6W0bZukAAAoAOACKAQAAAAAAAAAAOPMYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，优化时，采用了牛顿法和直线搜索。先计算出牛顿方向，然后寻找合适的步长。

总的来说，在LIBLINEAR中，logistic回归以及线性SVM的求解算法基本是可信域牛顿法和坐标下降法。

### 可调节的参数

简单做下总结参数与kernel的选择吧：

**\* 线性模型选择，选择LIBLINEAR，主要调节参数C，从小到大调节，如果再增加C对结果改变不大时，就可以不用进行测试下去了，选择较小的C就可以了。**

**\* kernel选择，如果需要使用kernel，对于一般问题，优先使用rbf kernel。LIBSVM提供的多项式和tanh核函数，都存在一些局限性，一般来说，rbf是使用方便性和模型效果都比较稳定的核函数了。 \* LIBSVM参数调节。如果使用rbf核，需要同时调节参数C和参数γ，问题要更复杂一些，最好的办法是自动遍历参数进行参数选择，比如利用grid.py。**

LIBSVM和LIBLINEAR工具包都包含很多需要调节的参数，参数的调节既需要足够的耐心，也有着很多的技巧。当然，还需要对参数本身的意义和对模型的影响了如指掌。下面主要讨论一些对模型影响较大的参数

**参数C**

参数C是在LIBLINEAR和LIBSVM的求解中都要用到的一个参数。前面说到的各种模型，可以写成统一的形式：

argminwΩ(?(w))+C∑i=1l?(yi,?(w)T?(xi))(1)

其中右边的一项是模型的损失项，其大小表明了分类器对样本的拟合程度。而左边的一项，则是人为加上的损失，与训练样本无关，被称作正则化项(Regularizer)，反映了对训练模型额外增加的一些约束。而**参数C则负责调整两者之间的权重。C越大，则要求模型能够更好地拟合训练样本数据（拟合更接近样本结果，但容易过拟合），反之，则要求模型更多的满足正则化项的约束（泛化能力越好）。**以LIBLINEAR为例，下面先讨论LIBLINEAR下?2norm的情况：

argminw∥w∥22+C∑i=1l?(yi,wTxi)(2)

之所以要增加正则化项，是因为在设计模型的时候，我们对于样本的质量以及模型的泛化能力没有充分的自信，认为在没有其他约束的情况下，训练得到的模型会因为过于迁就已有的样本数据而无法对新的数据达到同样的效果。在这个时候，就必须在模型中增加人类的一些经验知识。比如上面对?(w)增加?2norm的约束就是如此。

如果上面公式中的损失函数对应一个回归问题，那么这个问题就被称作Ridge Regression，中文叫做脊回归或者岭回归。

我们可以站在不同的角度来理解?2norm正则化项的意义。如果把学习分类函数中w看作是一个参数估计的问题，那么不带正则化项的目标函数对应的就是对w进行最大似然估计的问题。为了使w的估计更加接近真实的情况，我们可以根据经验对w制定一个先验分布。当我们假设w先验分布是一个多元高斯分布，且不同维度之间是没有关联的(即协方差矩阵非对角线元素为0)，而每一个维度特征的方差为某一固定制，那么推导出来的最大后验概率就是上面的带正则化项的目标函数。而C与w先验分布的方差相关。**C越大，就意味着正则化的效果偏弱，w的波动范围可以更大，先验的方差也更大；而C越小，则意味着正则化的效果更强，w的波动范围变小，先验的方差也变小。通过减小C的值，可以控制w的波动不至于过大，以免受一些数据的影响，造成模型的过拟合（overfitting）。**

另外也有一种更直观的解释，上面regularized形式的目标函数也可以根据KKT条件转为constraint形式，也就是：

argminws.t.∑i=1l?(yi,wTxi)∥w∥22<s2(3)

通过参数s限制w的大小，而s与C也存在着一定正向相关的关系。因此，当C较小时，w的取值也被限制在的一个很小的范围内。下面的图给了一个非常直观的解释：

由于有了对w取值的限制，就出现了两种情况。第一种是当s不够大的时候，此时如果沿梯度下降的方向一直搜索，找到全局最优解，就已经找出圈外，不满足下面的约束项。这个时候，只能在满足约束的条件下找到尽量好的解。根据KKT条件，此时的最优解一定是划定范围的圆圈与目标函数等梯度线相切的位置，如上图左边所示。如果把梯度图看成一座山的等高线，那边最优解的位置一定是等高线中凸起的部分，类似于一座山上的山脊或者山岭，这也是脊（岭）回归的由来。另一种情况是当s足够大的时候，这个时候，在由s所划定的范围内已经能够达到全局最优解，这个时候，下面的约束项其实并没有起到作用，就如上图右边所示。

**因此在调参过程中，如果数据量较少，或者我们对数据的质量信心不足，就应该减少C的大小，增加先验的重要性，反之则可以增加C的大小，让数据本身起更大的作用。而在优化过程中，C越大，需要搜索的w的范围也越大，计算的代价也会越高。而从前面的分析中可以看出，当C增加到一定程度后，模型已经能确保达到全局最优，此时继续增加C对提高算法的表现已经没有帮助。**因此，**在LIBLINEAR中，实际推荐的做法是将C的值从小向大来调，当C增加之后已经无法改变算法的效果时，说明C对模型已经没有影响，就没有必要继续调下去了。选择较小的C反而可以提高模型收敛的速度。**

L1norm的使用

在LIBLINEAR中，除了提供上面提到的L2norm正则化项之外，还提供了L1norm的选项。L1norm一般写成∥w∥1，其实就是对向量w中的所有元素的绝对值进行求和。**与L2norm相比，L1norm也具有对w本身大小的约束，使得w的某些维度值不至于过大而导致过拟合。这个特性在统计学上也称作收缩”shrinkage”。而此外，L1norm还有另外一个非常有用的特征，即能够使学习到的w比较稀疏（sparse），也就是存在很多的0项，而且可以通过系数C控制0项的的个数。当C减小时，w的非0项就增多，当C无限小时，由于完全没有拟合损失的压力，w也可以变成全部是0了。**

为什么L1norm还有这样的功能呢？说来话长，下次可以专门再写博客讨论了。简单来说，是由L1norm的特殊性质决定的。L1norm所对应的绝对值函数是连续的，但并非处处可导，因为在0点存在特殊的情况，即左右导数实不相等的。因此可以认为定义sub\_gradient来描述这种特殊情况的导数，这样的结果是在这个特殊点上，导数不是一个值，而是左右倒数中间的一个范围。**由于在0点导数取值非常灵活，使得在模型求解的过程中，很容易在这样的点达到极值，也就会使得学习到的w尽量的稀疏。**

**基于L1的线性回归模型也被叫做LASSO。采用这个惩罚项的基本动机是认为只有少数特征是与分类结果真正相关，而绝大多数特征是无关的。**这一假设确实存在一定的道理，但是在实际分类准确度上，L1norm正则化项对L2norm项并没有绝对的优势，这是因为L2norm虽然不能直接去除那些与分类结果无关的特征，但是模型学习的结果也会让这些特征的权重很低，所以他们能起到的影响不大。**但是L1norm的一个好处是可以作为一个特征选择的工具，从高维特征空间中只选取少数一些与分类结果最为相关的特征进行计算。这在处理大量高维数据或者实时计算问题是，还是非常有帮助的，可以大大减少存储，提高计算的效率。**

**Kernel相关参数**

如果使用LIBSVM的话，参数调节的工作就会更复杂一些。首先是kernel的使用。**一般来说rbf kernel是被鼓励优先使用的。**如果使用rbf kernel效果都无法调到满意，那么采用poly或linear也无济于事。在一些特殊场景下，可以考虑自定义kernel，这在LIBSVM中也是支持的。

rbf的全称是Radial Basis Function，中文叫做径向基函数。而一般在SVM使用的rbf是Gaussian RBF，也就是我们一般所说的高斯核函数。给定两个点x1和x2，Gaussian RBF定义为：

K(x1,x2)=exp(?γ∥x1?x2∥2)(4)

可见，高斯核函数是对两点之间的欧氏距离进行了一定的变换，且变换受到参数γ的控制。应该怎样理解高斯核函数的意义与γ的作用的？

K(x1,x2)=exp(?γ∥x1?x2∥2)=exp(?γ(?∥x1∥2+2xT1x2?∥x2∥2))=exp(?γ∥x1∥2)exp(?γ∥x2∥2)exp(2γxT1x2)=exp(?γ∥x1∥2)exp(?γ∥x2∥2)∑n=0∞(2γxT1x2)nn!(5)

当γ较小，或者说在极端情况趋向于0的时候，可以有∑∞n=0(2γxT1x2)nn!≈2γxT1x2，也就是n>1以后的项远小于n=1项。这个时候，rbf kernel的效果其实和linear kernel相差无几。

相反，当γ增大时，n>1以后的项也产生作用，其基本思想和poly kernel差不多，只是rbf直接把维度从有限维度的多项式上升到了无穷维的多项式而已。当γ无限增大时，可以看到，除非∥x1?x2∥2为0，否则K(x\_1, x\_2) 都会无限趋近于0。也就是说，当γ趋近于无穷大的时候，每一个数据点除了和其自身外，和其他点得距离都为0。在这种情况下，模型训练的结果只能是把所有点都作为支持向量，因此在训练数据上精度可以达到100%。这样的模型也可以看成KNN的特殊情况，此时的K等于1。

上面分别讨论了问题的两个极端情况。当γ无限小的时候，rbf核SVM和线性SVM效果类似，因此模型的复杂度，或者说VC维较低，不容易过拟合。而当γ值无限增大时，所有点都变成支持向量，模型复杂多或者说VC维最高，也最容易过拟合。而一般情况下，γ取一个中间值，也就间距两者的意义，相比于线性模型，可以选择更多的支持向量，增加模型的复杂度与拟合能力。而相比于1-NN模型，也会适当降低模型的复杂度，避免过拟合的风险。此外，从上面的讨论也可以看出，通过参数调整，rbf核基本上可以达到与线性核以及poly核差不多的效果。所以，在不考虑计算效率的情况下，为了达到最优模型，只需要针对rbf模型进行调参就可以了。

上面在参数调整的讨论里，都假设参数C是固定的。但在实际SVM的调参过程中，C和γ是同时变化的，这进一步增加了调参的复杂性。关于两个变量之间的关系，也有很多理论上的分析与讨论，这里不过多进行讨论，可以参考文件：Asymptotic Behaviors of Support Vector Machines with Gaussian Kernel。

在实际的应用场景下，我们可以通过cross-validate的方法对参数进行遍历，选择最佳的参数组合。LIBSVM也提供了grid.py工具，用于SVM的调参。在一般的应用中，我们只需要设置参数的可变范围，然后在训练数据中对参数组合进行遍历，选择最优参数组合就可以了。