在人物画像相关研究中，包括性别预测、年龄预测、职业预测、行为分析、立场分析、位置分析，其中立场分析研究比较热。立场分析是用于提取用户对商品、事件、人物等目标主体的观点立场。

**问题描述：**分析Twitter发文数据，判断用户针对“无神论”、“女性运动”、“气候变化”、“堕胎合法化”、“希拉里”、“川普”等目标主体的观点立场。

**数据集：**Twitter数据4870条，具体如下表：

|  |  |
| --- | --- |
| **目标主体** | **数量** |
| 无神论 | 733 |
| 女性运动 | 949 |
| 气候变化 | 564 |
| 堕胎合法化 | 933 |
| 希拉里 | 984 |
| 川普 | 707 |

**方法综述：**相关的方法可以分为深度学习、机器学习方法。其中，机器学习的方法在识别效果上明显不如深度学习方法。目前对深度学习的相关方法进行了总结，具体如下：

文献[1]认为很多方法没有考虑用户全部推文暗含的主观意识，提出使用半监督学习的方法预测用户的主观情感，并将其添加到立场识别的过程中，但效果并不理想，应该是和主观意识的预测准确度不高有关。

文献[2]将层级的注意力机制加入到LSTM中并考虑了多种语言学的注意力机制，实验表明立场识别效果有所提升。

文献[3]使用目标信息注意力机制，将目标信息添加到LSTM模型中，使得模型对目标的立场信息更加敏感，识别效果得到了提升。文献[4]、[5]都与文献[3]相似，文献[4]将目标信息添加到GRU模型中，识别效果同样得到了提升。文献[5]将目标信息添加到GRU-CNN模型中。

文献[6]提出将数据集根据具体情况（例如：目标立场对立）来抽取多个子数据集，分别对各个数据子集进行训练，得到不同的预测模型。最后，对于Twitter发文内容立场检测时，同时考虑多个模型的输出结果，进行投票选出最终的观点立场，提升了立场识别的准确率。

文献[7]在词典粒度上进行了细分，分别训练单词级别和字符级别的CNN模型，并综合考虑这两个模型的分析结果，该方法对立场识别的准确率有较好的提升。

**综上所述**，尽管目前对识别准确率有提升的方法各不相同，但可以分为基于模型的提升和基于数据的提升。**基于模型的提升包括：**注意力机制、层级模型、多模型融合等。目前很多经典的和热门的模型被用于该类问题中，模型创新相对来说难度较大。**基于数据提升的方法包括：**对数据集进行分类提取，从而扩大可用数据集的数量；引入目标信息等外来数据。从基于数据提升的方法和数据集的分布可以看出，每一类的数据量较小，阻碍了模型识别的能力，需要扩大数据集或者引入外来数据辅助模型进行立场识别。
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