**王立敏 2017E8018661153**

博弈论：就是研究决策主体的行为发生直接相互作用时的决策以及这种决策的均衡问题。博弈论研究的假设：1决策主体是理性的，最大化自己的收益。2完全理性是共同知识3，每个参与人被假定为可以对所处环境以及其他参与者的行为形成正确的信念与预期**博弈有关的变量：**博弈参与人：博弈中选择行动以最大化自己受益的决策主体。行动：参与人的决策选择战略：参与人的行动规则，即事件与决策主体行动之间的映射，也是参与人行动的规则。信息：参与人在博弈中的知识，尤其是其他决策主体的战略、收益、类型（不完全信息）等的信息。完全信息：每个参与人对其他参与人的支付函数有准确的了解；完美信息：在博弈过程的任何时点每个参与人都能观察并记忆之前各局中人所选择的行动，否则为不完美信息。不完全信息：参与人没有完全掌握其他参与人的特征、战略空间及支付函数等信息，即存在着有关其他参与人的不确定性因素。支付：决策主体在博弈中的收益。在博弈中支付是所有决策主题所选择的行动的函数。为什么对经济学影响重大研究模式相同，强调个人理性，在现有限制下达到利益最大化。**博弈论分类：**按决策主体的行为相互作用时，当事人能否达成一个具有约束力的协议可分为：合作博弈（强调团体理性、团体最优决策、效率）2、非合作博弈（强调个人理性，个人最优决策）按参与人行动先后顺序分：静态博弈：博弈中参与人同时行动，或者虽然不是同时行动，但是在行动前不知道其他参与人所选择的行动。动态博弈：参与人的行动有先后顺序，后行动者获得先行动者的行动信息。按参与人对信息的掌握程度完全信息：每个参与人对其他所有参与人的特征、战略空间及支付函数有精确的了解，博弈开始时不存在不确定性因素。不完全信息：参与人没有完全掌握其他参与人的特征、战略空间及支付函数等信息，即存在着有关其他参与人的不确定性因素。博弈的结果分类零和博弈一方收益另一方必损失负和博弈总和为负，两败俱伤或者胜者收益小于总损失按决策主体对信息的掌握程度和行动的先后顺序完全信息静态博弈、完全信息动态博弈、不完全信息静态博弈、不完全信息动态博弈。

描述博弈模型三要素局中人或者参与人是博弈中的行为主体策略空间参与人可选择的行为集合损益函数

|  |  |  |
| --- | --- | --- |
|  | 静态 | 动态 |
| 完全信息 | 完全信息静态博弈  均衡：纳什均衡 | 完全信息动态博弈  均衡：子博弈精炼纳什均衡 |
| 不完全信息 | 不完全信息静态博弈  均衡：贝叶斯纳什均衡 | 不完全信息动态博弈  均衡：精炼贝叶斯纳什均衡 |

**完全信息静态博弈** 特点每个参与人对其他所有参与人的特征、战略空间及支付函数有精确的了解，博弈开始时不存在不确定性因素，参与人同时行动或者不是同时行动但是后行动者不知道行动者的行动信息。战略和行动相同。**纯战略纳什均衡**纯战略参与人在给定信息下只选择一种特定（或确定性）的战略混合战略混合战略解释了一个参与人对其他参与人所采取的行动的不确定性，它描述了参与人在给定信息下以某种概率分布随机地选择不同的行动或战略。纯战略纳什均衡中包括：占有均衡、重复剔除劣战略均衡、一般纯战略纳什均衡等。**1、占优均衡**占优战略：参与人的最优战略si \*与其他参与人的选择 s-i无关。无论其他参与人选择什么战略，参与人的最优战略总是唯一的，这样的最优战略称之为“占优战略”。

在*n*人博弈中，如果对于所有的其他参与人的选择s-i，si \*都是参与人 *i* 的最优选择
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则称si \*为参与人的占优战略。

在n人博弈中，如果对所有参与人都存在占优战略si \*，则占优战略组合si\*=（s1 \* si2\*,…, sn \*）称为占优战略均衡。如果所有参与人都有占优战略存在，那么占优战略均衡就是唯一的所有理性参与人可以预测到的博弈结果。

**2、重复剔除劣战略**
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**弱劣战略**：

若重复剔除过程一直可持续到只剩下唯一的战略组合，则该战略组合即为重复剔除的占优均衡，此时该博弈是重复剔除战略可解。

要点：再重复剔除过程中，如果每次剔除的是严格劣战略，均衡结果与剔除顺序无关；如果剔除的是弱劣战略，均衡结果可能与剔除顺序有关。

**3、一般Nash均衡**

Nash均衡是完全信息静态博弈的解的概念，在完全信息静态博弈中，构成Nash均衡的战略是不可剔除的，即不存在任何一个战略严格优于Nash均衡战略。

**求解纳什均衡的方法**

划线法、箭头法。

**划线法**：

1、考察参与人1的最优战略

2、用上述方法找出参与人2的最优战略

3、找出最优战略组合

**箭头法：**

1. 对于每个战略组合，检查是否有参与人会偏离这个战略组合
2. 直至找出没有参与人会偏离的战略组合

**纯战略均衡反映函数**：各博弈方选择的纯策略对其他博弈方纯策略的反应。

**1.4 混合战略纳什均衡**

**混合战略：**
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满足0≦δij≦1，其中概率之和为1。

支付：混合战略的支付为各种概率下收益的加权平均。

混合战略纳什均衡：
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混合战略Nash均衡的求解：

1. 支付最大化法；
2. 支付等值法；

混合战略均衡反映函数：在混合策略的范畴内，博弈方的决策是选择概率分布，因此，反应函数就是一方对另一方选择的概率分布的反应。

聚点均衡：在现实生活中，参与人可能使用某些被博弈模型抽象掉的信息来达到一个“聚点”均衡。这些信息可能与社会文化习惯、参与人过去博弈的历史有关。

不同均衡概念之间的关系：

占优均衡<重复剔除劣战略均衡<纯战略纳什均衡<混合战略纳什均衡

**1.5 纳什均衡的多重性与存在性**

存在性：每个有限战略式博弈（参与人与相应的战略集均为有限）必存在纳什均衡，这个均衡可能是纯战略纳什均衡，也可能是混合战略纳什均衡。

多重性：一个博弈可能有多个均衡，博弈论并没有一个一般的理论证明，哪一个纳什均衡结果一定能出现。

**完全信息动态博弈**完全信息动态博弈特点：在博弈开始之前参与人之间的信息不存在不确定性，但是参与人行动存在先后顺序。

在完全信息动态博弈中，为了表示参与人之间的信息掌握关系，引入了信息及的概念。**有关概念：**信息集：信息集*Ii*是参与人*i*决策结的一个集合，它满足以下两个条件：1、Ii中的每个决策结都是参与人i的决策结；2、当博弈到达*Ii*时，参与人i知道自己处在该信息集中的某个决策结，但不知道是哪一个。 在博弈树中，属于同一信息集的决策结一般用虚线连接起来。结：包括决策结和终点结两类。决策结是参与人采取行动的点时点，终点结是博弈行动路径的终点。一个信息集可能只包含一个决策结，也可能包含多个决策结。如果只包含一个决策结的信息集就是但单结信息集。如果博弈中所有信息集都是单结的则成为完美信息博弈。子博弈：是原博弈的一部分，它始于原博弈中一个单结信息集中的决策结*x*，并由决策结*x*及其后续结共同组成。1.子博弈可以作为一个独立的博弈进行分析，并且与原博弈具有相同的信息结构；2.原博弈可以作为自身的一个子博弈；**子博弈精炼Nash均衡：**解决Nash均衡多重性问题的一种主要方法就是精炼的方法，即在Nash均衡的基础上，通过定义更加合理的博弈解并剔除不合理的均衡。 子博弈精炼纳什均衡的引入就是将那些包含不可置信威胁战略的纳什均衡从均衡中剔除，从而给出动态博弈结果的一个合理预测。即子博弈精炼纳什均衡要求均衡战略的行为规则在每个信息集上都是最优的。**完全信息动态博弈中承诺行动的均衡结果分析：**承诺行动：就是在博弈开始之前参与人采取某种改变自己支付或战略空间的行动，该行动使原本不可信的威胁变得可信。但是参与人的承诺行动是有成本的，否则这种承诺就不可信。**子博弈精炼Nash均衡与Nash均衡的区别：**由于子博弈精炼Nash均衡在任一决策结上都能给出最优决策，这也使得子博弈精炼纳什均衡不仅在均衡路径(即均衡战略组合所对应的路径)上给出参与人的最优选择，而且在非均衡路径(即除均衡路径以外的其它路径)上也能给出参与人的最优选择。即子博弈精炼Nash均衡不会含有参与人在博弈进程中不合理的、不可置信的行动。**不完全信息静态博弈**特点：在博弈开始之前参与人之间的信息存在不确定性，但是参与人同时行动或者不是同时行动但是后行动者不知道行动者的行动信息。在不完全信息静态博弈中，在博弈开始前存在关于博弈人信息的不确定性，这个不确定像通常是博弈参与人的类型。在市场进入博弈中不完全信息表现为：在位者的成本类型（高成本、低成本）在斗鸡博弈中不完全信息表现为：参与人的性格类型（强硬，软弱）**海萨尼转换**由于在不完全信息静态博弈中，参与人的类型存在不确定性，所以当一个参与人并不知道在与谁博弈时，博弈的规则是无法定义的，海萨尼提出了海萨尼转换解决这种不确定的问题。**解决方法**：海萨尼指出，引入虚拟参与人——自然，由自然先决定参与人的不同类型，将不完全信息博弈转换为不完美信息博弈 。海萨尼通过引入“虚拟”参与人，将博弈的起始点提前，从而将原博弈中参与人的事前不确定性转变为博弈开始后的不确定性。这种通过引入“虚拟”参与人来处理不完全信息博弈问题的方法称为 Harsanyi转换。**海萨尼转换注意要点**：海萨尼转换规定：参与人关于“自然”选择的推断为共同知识。“自然”的选择。在一般的不完全信息博弈问题中，Harsanyi转换规定“自然”选择的是参与人的类型(type)。除了根据参与人的支付来划分参与人的类型以外，还可以根据参与人的行动空间，甚至根据参与人掌握信息的多少(或程度)来划分参与人的类型。参与人关于“自然”选择的推断是基于自己类型判断的条件概率。**贝叶斯纳什均衡**一个有限的贝叶斯博弈一定存在贝叶斯Nash均衡。举例不完全信息库诺特（Cournot）寡头竞争模型

**不完全信息动态博弈**特点：在博弈开始之前参与人之间的信息存在不确定性，同时参与人行动存在先后顺序。不完全信息动态博弈过程不仅是参与人选择行动的过程，而且是参与人不断修正信念的过程。**有关概念**类型:是指参与者的类型。在不完全信息动态博弈中自然首先选择参与人的类型。动态博弈行动有先有后。所以后行动者可以观察到先行动者的行动信息，从而可以修正自己对于参与人的类型的信息的判断。类型相依：参与者的行动传递着有关自己的类型的信息，对方可通过参与人的行动来推断自己的最优行动。先行动者预测到自己的行动被后行动者利用，就会设法传递对自己最有利的信息。**精炼贝叶斯均衡**对应于不完全信息动态博弈的纳什均衡称为精炼贝叶斯均衡；精练贝叶斯均衡是泽尔腾不完全信息动态博弈子博弈精炼纳什均衡与海萨尼不完全信息静态博弈贝叶斯均衡的结合。