**项目+深度学习：**

1. 后续如何优化？收益是什么？
2. 单张图片测试的速度？

使用GPU，一张图片的测试速度是0.032s

1. CNN中对结果影响比较大的参数？

学习率、batch-size、卷积核大小和数量、网络层数。

1. 如何进行fintuning，层数不相同的情况

层数不同也可以调试，一般将不想调试的网络层修改名字即可。

1. 反卷积网络是否有了解过？
2. 卷积核大小的选择

更小的卷积核可以减小参数，节省运算开销，虽然训练时间会变长，但是总体上参数和预测时间会减少，同时小的卷积核会提取到图片中局部的特征，而大的卷积核则可以提取到更加全局的信息。

两个3\*3的卷积核可以达到一个5\*5卷积核的作用，并且还能减少参数和预测时间。

7. 1\*1 卷积核的作用

1. 实现跨通道的交互和信息整合，实现多个feature map的线性组合，实现跨通道的信息整合  
   2. 进行卷积核通道数的降维和升维
2. 实现平滑操作
3. 可以在保持feature map 尺寸不变（即不损失分辨率）的前提下大幅增加非线性特性，把网络做得很deep。
4. CNN对图像分类效果好的原因

图像存在局部相关性，而卷积运算可以获取这种空间相关性。

1. BatchNorm层的作用，为什么使用？用在哪里？什么时候使用？为什么能产生这样的效果？
2. 作用有两个，一个是逐层尺度归一，避免梯度消失和溢出；其次是加快收敛速度，可以防止过拟合；
3. 防止**梯度弥散，在BN中，是通过将activation规范为均值和方差一致的手段使得原本会减小的activation的scale变大。**
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5. 在神经网络训练时遇到收敛速度很慢，或梯度爆炸等无法训练的状况时可以尝试BN来解决。另外，在一般使用情况下也可以加入BN来加快训练速度，提高模型精度。

（5）原因在于**神经网络学习过程本质就是为了学习数据分布**，一旦**训练数据与测试数据的分布不同，那么网络的泛化能力也大大降低**；另外一方面，一旦每批训练数据的分布各不相同(batch 梯度下降)，那么网络就要在**每次迭代都去学习适应不同的分布，这样将会大大降低网络的训练速度，这也正是为什么我们需要对数据都要做一个归一化预处理的原因。**

对于深度网络的训练是一个复杂的过程，只要网络的前面几层发生微小的改变，那么后面几层就会被累积放大下去。一旦网络某一层的输入数据的分布发生改变，那么这一层网络就需要去适应学习这个新的数据分布，**所以如果训练过程中，训练数据的分布一直在发生变化，那么将会影响网络的训练速度。**

我们知道网络一旦train起来，那么参数就要发生更新，除了输入层的数据外(因为输入层数据，我们已经人为的为每个样本归一化)，后面网络每一层的输入数据分布是一直在发生变化的，因为在训练的时候，前面层训练参数的更新将导致后面层输入数据分布的变化。以网络第二层为例：网络的第二层输入，是由第一层的参数和input计算得到的，而第一层的参数在整个训练过程中一直在变化，因此必然会引起后面每一层输入数据分布的改变。我们把网络中间层在训练过程中，数据分布的改变称之为：“Internal Covariate Shift”。Paper所提出的算法，就是要解决在训练过程中，中间层数据分布发生改变的情况，于是就有了Batch Normalization，这个牛逼算法的诞生。

10. 全卷积网络介绍

FCN将传统CNN中的全连接层转化成一个个的卷积层。在传统的CNN结构中，前5层是卷积层，第6层和第7层分别是一个长度为4096的一维向量，第8层是长度为1000的一维向量，分别对应1000个类别的概率。**FCN将这3层表示为卷积层，卷积核的大小(通道数，宽，高)分别为（4096,1,1）、（4096,1,1）、（1000,1,1）。所有的层都是卷积层，故称为全卷积网络。**

可以发现，经过多次卷积（还有pooling）以后，得到的图像越来越小,分辨率越来越低（粗略的图像），那么FCN是如何得到图像中每一个像素的类别的呢？为**了从这个分辨率低的粗略图像恢复到原图的分辨率，FCN使用了上采样**。例如经过5次卷积(和pooling)以后，图像的分辨率依次缩小了2，4，8，16，32倍。对于最后一层的输出图像，需要进行32倍的上采样，以得到原图一样的大小。

这个上采样是通过**反卷积（deconvolution）实现的**。对第5层的输出（32倍放大）反卷积到原图大小，得到的结果还是不够精确，一些细节无法恢复。于是Jonathan将第4层的输出和第3层的输出也依次反卷积，分别需要16倍和8倍上采样，结果就精细一些了。

与经典的CNN在卷积层之后使用全连接层得到固定长度的特征向量进行分类不同，FCN可以接受任意尺寸的输入图像，采用反卷积层对最后一个卷积层的feature map进行上采样, 使它恢复到输入图像相同的尺寸，从而可以对每个像素都产生了一个预测, 同时也保留了原始输入图像中的空间信息, 最后在上采样的特征图上进行逐像素分类。论文中**逐像素计算softmax分类的损失, 相当于每一个像素对应一个训练样本**。

与传统用CNN进行图像分割的方法相比，**FCN有两大明显的优点：一是可以接受任意大小的输入图像，而不用要求所有的训练图像和[测试](http://lib.csdn.net/base/softwaretest" \o "软件测试知识库" \t "http://blog.csdn.net/taigw/article/details/_blank)图像具有同样的尺寸。二是更加高效，因为避免了由于使用像素块而带来的重复存储和计算卷积的问题。**

同时FCN的缺点也比较明显：一是得到的**结果还是不够精细**。进行8倍上采样虽然比32倍的效果好了很多，但是**上采样的结果还是比较模糊和平滑，对图像中的细节不敏感**。二是**对各个像素进行分类，没有充分考虑像素与像素之间的关系，忽略了在通常的基于像素分类的分割方法中使用的空间规整（spatial regularization）步骤，缺乏空间一致性**。

传统的基于CNN的分割方法：为了对一个像素分类，使用该像素周围的一个图像块作为CNN的输入用于训练和预测。这种方法有几个缺点：一是**存储开销很大**。例如对每个像素使用的图像块的大小为15x15，然后不断滑动窗口，每次滑动的窗口给CNN进行判别分类，因此则所需的存储空间根据滑动窗口的次数和大小急剧上升。二是**计算效率低下**。相邻的像素块基本上是重复的，针对每个像素块逐个计算卷积，这种计算也有很大程度上的重复。三是**像素块大小的限制了感知区域的大小**。通常像素块的大小比整幅图像的大小小很多，只能提取一些局部的特征，从而导致分类的性能受到限制。

而全卷积网络(FCN)试图从抽象的特征中恢复出每个像素所属的类别。即从图像级别的分类进一步延伸到像素级别的分类。

1. BP算法？如果对wx+b的反向计算是wT\*Ɛ,为什么是w的转置？

（1）

（2）维度匹配

1. Caffe中im2col函数的作用？

将卷积转为矩阵相乘，加快卷积运算的计算速度。

13. 卷积是如何实现的？

卷积核在卷积计算时没有“翻转”，而是与输入图片做滑动窗口“相关”计算。

1. 动量的作用

计算梯度时考虑历史梯度信息，使随机梯度下降更容易跳出局部最优 ，加速收敛

15 卷积本质是什么？卷积神经网络本质是什么？

(1)

(2)

1. 项目，与业界最好成绩相比？优化了哪些，或者相比更好的地方在哪里？
2. CNN中，计算速度主要取决于什么？

卷积运算，并且主要是channel这个维度。

1. 提高卷积运算速度，比如提高矩阵运算？
2. 手机实现CNN，主要使用哪个实现提速？

使用ARM的汇编指令。

1. 如何增大卷积网络的感受野?

**增大卷积核，加深网络，加pooling层**

感受野的定义参考http://blog.csdn.net/wonengguwozai/article/details/73133737和https://zhuanlan.zhihu.com/p/22627224。

**21. 什麽样的资料集不适合用深度学习?**

* **数据集太小**，数据样本不足时，深度学习相对其它机器学习算法，没有明显优势。
* **数据集没有局部相关特性**，目前深度学习表现比较好的领域主要是图像／语音／自然语言处理等领域，这些领域的一个共性是局部相关性。图像中像素组成物体，语音信号中音位组合成单词，文本数据中单词组合成句子，这些特征元素的组合一旦被打乱，表示的含义同时也被改变。对于没有这样的局部相关性的数据集，不适于使用深度学习算法进行处理。举个例子：预测一个人的健康状况，相关的参数会有年龄、职业、收入、家庭状况等各种元素，将这些元素打乱，并不会影响相关的结果。

1. **caffe： 为什么要用protobuff？**
2. **rcnn/fast rcnn/fater rcnn区别？**
3. **tensorflow： 为什么用图？**

**机器学习算法**

1. 随机森林的原理？
2. 随机森林如何避免过拟合，而决策树会过拟合的原因
3. 决策树特征选择的方法？
4. 决策树，如何特征值是连续的如何选择？

C4.5算法。首先对特征值进行升序排序，然后使用二分法，即寻找相邻两个特征值的中点作为分裂点，如1,2,3，可以选择1.5和2.5作为分裂点，选择标准是信息增益，选择信息增益最大的分裂点，然后再计算最佳分裂点的信息增益率作为该特征的信息增益率。

1. 决策树，做回归时使用的准则是？

平方误差最小化

1. KNN的三个注意点，K过大和过小时的偏差和方差？

（1）K值选择，距离度量和分类决策规则；

（2）k过小的时候，偏差小而方差大，容易过拟合；k过大时，偏差大，方差小

1. LR使用L1正则化，再使用梯度下降，会出现什么问题？

8. LR的损失函数，为什么使用这个？

这是似然损失函数，使用极大似然估计求解；

参数估计方法除了极大似然估计，还有EM算法、点估计。点估计是计算样本的均值，使用均值作为参数估计。

9 随机森林需要剪枝吗？

不用，一般很多的决策树算法都有一个很重要的步骤-剪枝，这里不需要这样做，因为之前的两个随机采样的过程保证了随机性，即对数据的随机采样和特征的随机采样，就算不减枝，也不会出现过拟合。

1. SVM的kkt条件？用于解决什么问题？

（1）![KKT5](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASAAAADSCAMAAADdcO0UAAAAAXNSR0IArs4c6QAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAwBQTFRFAAAADAwMBwcHCgoKGhoaAgICBgYGGxsbBQUFFRUVHx8fDg4OGBgYERERDw8PHBwcEhISFBQUFhYWFxcXAQEBBAQEHh4eCwsLCAgIExMTHR0dDQ0NCQkJGRkZEBAQAwMDJiYmLS0tLCwsIyMjICAgKCgoOTk5JycnJSUlNDQ0MzMzNjY2MjIyJCQkISEhOjo6MTExODg4Nzc3KysrMDAwLi4uPj4+PT09Ozs7Ly8vPz8/KioqNTU1PDw8IiIiKSkpUlJSSUlJXFxcUVFRX19fREREQUFBVFRUTU1NSEhIRkZGWFhYU1NTV1dXQkJCXl5eWlpaWVlZXV1dTExMW1tbTk5OS0tLSkpKT09PQEBAR0dHUFBQVVVVVlZWRUVFQ0NDeXl5YmJiZGRkZ2dndHR0aGhoZWVlc3Nzf39/ampqfn5+bGxscnJycHBwa2treHh4dnZ2aWlpfX19d3d3YWFhb29vcXFxdXV1bm5uZmZme3t7Y2Njenp6bW1tYGBgfHx8hYWFgoKCl5eXmZmZmpqahISEioqKnZ2diIiIkJCQjY2NlZWVm5ubmJiYjIyMlJSUj4+PgYGBk5OTiYmJgICAkpKSg4ODnp6en5+flpaWjo6OnJych4eHi4uLhoaGkZGRp6eno6Ojqqqqs7OzqKiooKCgoqKisrKytra2vb29qamppaWlsbGxrq6uuLi4urq6ra2tr6+vvLy8tbW1v7+/pqamvr6+ubm5rKysu7u7tLS0t7e3oaGhpKSksLCwq6urw8PD39/fyMjIzs7O1tbWwsLC3Nzcx8fHwcHB29vb09PT2traxMTEzMzM2dnZ3t7e0tLSxsbG0dHR0NDQ1dXV19fXxcXFysrKycnJzc3Ny8vL2NjYz8/P3d3d1NTUwMDA5eXl/v7+/f396enp+/v75+fn/Pz88PDw9/f34ODg+fn5+vr67e3t7u7u9PT06Ojo8fHx4uLi4+Pj4eHh7+/v5ubm6+vr9vb28/Pz5OTk+Pj47Ozs8vLy9fX16urq////tQpFywAAGOhJREFUeNrtnQdcFEcXwEeCJZbPbqLGFE3U2I0lGvMlYklsiA2NLQEVwRIJErEmEbGhKKAgIuCHKIKigAgW0ASRIqAodsDCHf0Ojs7R37ezt3e31+CAC94d+378tszNzuz+mXlT9u0bBIzUKYhB0AhAqeF3GDJYWHIBsXe3QjpGxEGa9WQ94z3pKsos4i5EZmgDoEzPVWe8rN+zIUhlfYqislWV2d7VOdZrtAFQejTexphwALi6k1WX2dm1uef2aUUVE8h+gtPd1gdUl5mpGay7px2AYr0PeuXZxgEcahOvsrx4U/ILpuZoBaC90+4XPji8nniY6Z+xVJZXwnpI2FCkDYDs2qYS22IjHuS1MlJdXunpkJmtOWgUA8pvZYZ3eeczwQf5atoTNQOgI+0e4t0DH4CN75cwgGQA/dqeg3fepZDZ/wcypIzfpEweHbW3d3AUy8FjFzQa0KYBeJvoBRCPHPAh+2LTAD1uhVCHH2eI5HM0U6MBnelQTDzUsXKA44hs5HfbNTGXJx3R+w/Ep3zjWRoNKNPJ2O+cdxnEOrdCJ/z8vGd3Km5qNlH/QZ2fiE8rTCpV+AxZ5y41KD47oUqZaE9tN15W1A965v+U2Bb5h0cE+Pv7Bzxp+kMEtkNf0PqILvmq4xO1+srJNXlKR8++P6fLc2UiPnRFQXUPNVQqDggNFP/jqjgqS7jwc6K1NdFXOn5l6UH0QqmYlwZVNyMgMEJobs2/kO6awcQzRLRuwBjvKnqpVLzVc6E5AcEmhKbJjlteBhQA5CQ1OlVeV9wi5nbZqPwll5QE9OVhVQDK8DwYQezi7wJYH64zJlcfIXOpsPsbbM471VZ1NBOcJts5ER3Ts78JKmDaOaNggBDzOhV6CsK1K3vAEHog6763WSnRHJtnNxZQhIP9tW6vGgOo0kKPks3keezhNr8RNzid6DA5Dq1bs5TPReiUxOzk5e5nAYLsTIZxBef+pug6gA1KJs9eH2k7nHV9BJKc/D0izF8fDxjhBbIktpxPO9MLJ/uSAfIDcOsRQ5zw1wqvcFQWEMfUrrZi5Kj0xgDiurlTcpEK+Z0o414dthBjuOOZIozPIimppV2b1h+hx7Tzxz1xySkfjWJEQZ9j7LbR1NkN5HW58DlX4gZuCvO3JVuul8iDBNRLsvbWdrAito644eTYCK+4oSQg1jx88VfGIAPo0uy6ZH6o3ORsOsOLs1OnECU6UhT2bHAvSjzoUV+1XkUv9DM+yCW2We22ioNGbyMKZYDwLLfjgvrmwx8j4l8DNSM+lQoftpAYDIQ2TgfZjiFqdUWrK7KArq2pSywL8QVpFZQIG+0z7UvdeYsM4Tmtv82uLqBEQoGsWUx/3qIPt+PdxuHV4rAfpgEnpEzMS3bCN0uYfymZVm7PqXjbe7VUtCV9IMedbDVZ+VJ3XB+grAFuxHaHTg40porxpwvLxgIq5KquVTL8/lOqa70DtmNjayU0EAoktoloPQEUOOVk2NTJEIZ1YzVZr14bDMCJ8ni0q8yE+Y97SJ7/9BXWqWRSdNnaNc1NoLzKlwqv2CkEVHc/6FLfIlwHRkOjALFqSynJpULC8RNubr/tdX2XXu34ACQBEV30lDGzL0FiFkTtIsMsl8WRFczyBWTCnfvhHxWX14ItvZ4WCPPPF5TG8G6xACfGElWXjhH2tDsYreCOwxDuVQhis7HaJEt5OlZi5P/4lk4GxAcuXMNvFCBZCfiMqCJ23QQPz2YrjBfZS2rIlNvftCJ84fm7Ax2DWeUZaWSYXYcrxC2xy4oqYZ6+K4/feU5YblYOnpTiKkrZ3aTo2kKi1Nm3OU4LdRnwSEH8tNPIPR9cdHADwR8/kwMvdO0BSgf/AaDfCf93Irt8ffx2Wp9DNSoClBJObOJwqfWeWppnlasgWsGE/8ncqq37+WLgmxMt8svFQWSQ1xxc1fiWfwIcWE8kFeJYDb5Tk36zAj9rRTcQfPwI0emBIAvDp+LANykKYrMPbLXYagP3LQyJcpS+3yETiq2I7la1kSeA69ppuKcSteg8FzwiQEWAxPJkwEWWtwJA6Us20E/LpbpM5ZNJjVJ5RaClDv9F+y3eoMRlSM2dv+vN/9eEhtzt1sdy9PM2rrRKkQUUNEt3QULjCJnZ86IV/GQxV6LBDpHieOFPkmIYNeI3CKb9dtgaKme+zsmqJ/Oa2+cbcKvZF+W88EvbLzPOlwHE8vlq7vT2HRv3+srWtCxT/i92X0kQeTFNSqNs3kM0cj+eeSM4S9Cn0WDvDGDBj4H1Tmgkv2zIrSYlyinlQbINjQwg3t+Etixfvb5RgLz/UKBJ/YfRiac/n2gsdRszblWD6+/Cguu5PFWcUPHX97NhQyC8G1Ggg/hOjZqFziuXHx7bu8uypd+IZFg7dEYqxiuJF4ppybSCmB2TB6wylhoBeuF7B9ZXqzCT0lFIWq6BhogsoIiNbp63Aj3CbPbhWh9cC6XTkpuYSeikYVLy5WuNBXRtDO7W/GMUYIonHZ5PioaquTs05WmaAVBuP9LCqeIkZLY/ANV/6BBNw6VLLZONXEDOOuQrnggfgPHrwO+6bhik7a1UbZZV6RoMaMUocueXCqD3x13vyu6BcCxZFRllulJqh+/yrSbZKUoDmrUUb9/gPqnBt7trWLqB11Rk3xFaKNizU/qnajCgBeOITZkzHhGZ9EgG1rDxh9iqyKfc+YbwMG2oJgN6NMqt+KU92ePfuY3YLNYT9Bg53Kblk+70J4Q6E+LGr/1WkwFBqcPBs4JhTxCeoQkmhlA1ZvPh7ZYmdmXXXYHaYkIqMvM1G5Ac4Qb0f1h9I7NJ+ZTNKYPg84R4ZVcNzdcyQABz7uWnNS2fiytLICWRkGRu/OdxLM2Aozyg1c55TczngrtwcMfau8CBq+5YGgrI2lWDKsW7AJSXqf0kmgSoBQsDiAHEAGIAMYAYQAwgBhADiBEGkKoA3TxCmqhx8lisggIGkDSgNEOE0CbiIHpN/wHGfsonxT8Xxw2t0io68gBl25568MSuHwbD7zC4IR9kcozcC1fZaD0gDjk1FmHOBniNTjcorb+cwPGm9lcxQjIBnHIB/FBEQ5Lir3icNSVLa8goBnT1kKNf4ek0gCl9GmQkFLEawrZr3cyaDKDKVTsquCkOO3jA153XoKQunIXAQxxtgiMXkMFIvH12HCAJeWrb06oA0D3kj3cp/wA49ohm+MgAshA4FfBNBvh5tAa9vmo2QEv+i7flNhyo7fArGfK6XrVy1XjTplX6K0WywEKLLK6kAemNx1vPGPxNDGlomepZbzl69D5CA8zMhWI5EBlrL6DDHUuB8zfWzjMQNiyrXaGEm41nvdD79C+MVk9pwh0l5Kk1IHAwsT3pz4bnG/t2sra1dR85VBl7ucT3UXeaHVq0ZaNtiiKtj5oFqzUgyIjD/8L8yNKMp3Fxbx4q1zX2+RB9J7bs5XryGnk7xRN9oWJ0gFoDapzYIzRKbPbDb2wJmoZVoOUkvhqQUTEgsEZotJzSVkDOByhrJpvaypzYBqEgLQQEGxGaJ62vqo6cMDsPvG9OCU7zImOI/OIUD4Gvkv6KnqL1mgjorRsl5+R74GAZIGQlGfR4okM6HHrhpCuwvmLbL+tUBLCqh/ir5lBhoj7kKPck+ZFLPPpREwFZj6RkeZn8CHw9hPbRTaPudMSffT+b+dFVYcizdl5EK2AgdkdkIUx0FXnhXnSBBLRSXQElBMqVUjkXrh9FyTKRcV7Vl6gv/aumee/hn8qQuFfEHWFLdK0CFM6JnES4D/4MrVBXQC4T5Yq8jsmLfygJFTc5NyX8mha2Xot3+/uJzRtZk6yBfa5C4d34o2OApxEOamQVm0DJVAVVDLJ/kVCu3ghXrVhEd287zBSi7tPO1wkTXUtWsfy+fxHbcw2byVQXQNeOUHJbUS9wkaQbqNOI0DW88WMvQGw25Ag6ST9ZFGF7Yv5Tqr27JEz0sqDabcf9oJ1j1cjIU4UvDjePkxxFhSN/SDXceG5H2HU2OAhed5iP8cdtYIaxgg56xdCrcHdkovrwUSGgkAHSX0r7rT196BKkDNldCXfeCLy+nJqIFRIvTqEaSjhx2vGlGvFRHaCkMbKu5bIzcE3Cw47QbwRIzpC+EdKm1OF2O0O9punkAUo0NcL+JXn3g73KlU3n4fBbEk8pNcuWbELuouIEp9s05pteOYDYp7ohpEP0Rwr3d/xB2W8DeSMl3CpX75EafTm6AoT53aQKWc6KGg0G9MQ9oarUclQV8Vu3o8omY7FT4tROyt0Rf34EG2aPElZC741sDQYk+OceDQDwbR2nZCqOA/PSOSIpPtxXqqf3bPqDSqgWFZstm9Vr1rChOgjSquA50Swb91cykUvo4+96iaU3QlJuH7mFElWuKk1j+MgDdP/UvkPXg+yg8rv1BTZnlPCxnqgj41ghRXMINBjQXr0nAG9/9YEHH9ocN3zvh/pNqLzmzJeS7dXaC+itDjlWcouA0x+GZoMLuqw1z6oSQJmjp5N77zT4Gk86PEPnWyIWxYCi27ngXdkZ1sO++C392XZPG5hibbG2sJELKKbHdby7HAM2nbDPqDlKOleP30Bp8ypTA60G9AphI7oUu3T45SfiIOILJb2ZVUZRnW5W4BytBpT9zU4WJNmmAW8A0Y2Omq/kW84cc5GPurNqNKH8LwCCjB1bHbCvPnbErX2HbytrIcRaG5LusI8QF60HBJAr9FdXq7wRcIl+PmTzCakEH60H1BgJNYFs16OE3Ibr8xlAsmKyvoRdhF1zZFQeH1LKAJKRf3yF8+y5Ho4BDKAWJAwgBhADiAHEAGIAMYAYQAygBkjSzZjgoDcMIEXyesuZgVZ7/mIAKZJnfPipDJ4xgBRLmDJWlgWVGkejUYC4SbI2ME6b60s31WzFVGxFxkpSZNEIteHXtQFQmlm4rNXu5Kv1pVtZ2FYws5hsLlxjJ/quRIxo908WaQGgEmM5302UjpdvfUBfLD31vX8EB3GGlGne3Rlr6Horm9d2nhYA2rRFDrTN4+XbYCbSlu9x/Y/Q77jbz9QbId6eqVb09XS+0ITJ2XoAvemIV+lNOup8LCTnlLPznvKYU2cyg9eYkyZ0rzycnV0fnzx4W1gHg2lPvGQWZArCa0a4CAPL98zYJl72d5AmAnpitiwM4PEoyhJ3yyRsUvl6HELnStYhtI8T/72nyDosYydCS7Is9SKEZpf3DETplHU5HDj0U8GifjOHitPnHZm96wFbgwEVXehuDJAzUeDWhDtiLrm/37OHLaR8gjZBhT099gQ0OPmc2F7z1VrRoW/Po/5JUxBpKWKF6K/rkzr9kqXBgAC2DSM2FwTf6BYhwSKMrJHoy/TgWagtL1CiaQ7vib6nTJ6jjhw5Yjqa2NwibYNMOhN6PKWHM6mEaAvVPDI1tCvR5CpG9HE+Y0HGDUEtiBd+d+OAPgmMSmyNbtlLvkych7rECo48JkyY0L8bsVmI3/pkf4HXk3vamlzT6RYSLuf5aNti+1zN1kHEk47gsG5QdeI1oiwRXn+APnsDX6E+dpKRYxBaID57ILJ1ffkJ7vQcIw1E4LzA3QU82bb4MN1eTUMBnWmbHY6X98khWuSsVsuo0JVoGBds0XuSxoeskCVIR7z0pVhJWw4nNBO7v8DY9X+C5XmD57pKWuYN0syOYviI0GDcLF3FlWTGRCr0MnIHqNCZKRnX90pGR7RQFhB3DNEjYpttF1TUaf3IT8pKpI2jv9AEQxlZQLF9nfCTRCbjbnFgB6qylQ3BNtOTj9FjFnv0up7RB6EtwnfNF4RPzLE6eCHK+SjVvn0p6D9G/bxUIIvz8WnFZdTKV/3tgeUAWk0OL8NHYy2S/l/hEukJ+N1ygsQDvXFzufnUL+T2AUpPQ5p4UevoW1eEPem7lMuBeHtK9pI1LeXk7dveOZoHKNNf8GB3ppBv258va+pKRaydJzWgJikJiFXC8aUGlM6Wgn2YVUWTMih302zPgZKAwvptpmwSM1f6UBrkkU95U9K/oDlfPikBKN42njqqnnNd9GlqkzzbadJia/UDooUXaJ0/O9UCYoQBxABiADGAGEAMIAYQA4gBxABSPaBH6uTA5t0Dkh5v8vc5HN1dywASifXuXIlz/e0AToYtZF1IZQDdWb/8EK3ABH30BqD0g5AWC6g6Ac8E5dOnO3LMFrvnC09+7Ip/H6LXUgHZuR+1fgxbv5J00FJotsRD8EqdM6IX3s3prT3uJxoCiG+4Ig+ij99r4yMds9q8K7nQT27HkXg3D91pkYCWd8P1x/z9adIRM71mLyJ9ald1n92CAYWhvXg3v5PUG73Kk8vXUn2fLN0f8G4lKmqJgFZ0xaon8mNJjyaVLoYWojfw7O/74N30SRq05LfKAGV9YIh3X+tKxPHUW0c3ULXqXQ5Q3tWkRfCRAlRFuro2/24HZDyEkjWUD3ZPSQcwKV2CAV7q3G2JgNgzl2ZX7/45YcoB7yxgx1F+fp9c//sKKdTCBx4rqsvm728ZfKR1UNoJo/1eHNg1PxUyrFypQItxlJhTAT4nTpxtIXzkrFAnGpqaHlJ4Vbrm+EFUOSCRcH982mIoNApQhAFDp05AJ9ZqjrvMdwIoJlTTDTP+ZUCMMIAYQAwgBhADiAHEAGIAMYDqFJNvhxBi9I7uL47MfUKM+gJiLfXwJOT5O7q/qnM491m31BiQfoMca7JPrN+21tpKxeNcJ281BrSiQSscFP2Ttd2h3I+n2rs0V+cS1DBANezKxfFQruK71FxAfNkpkeczlZsm4SSGncSfM3IU2tFws+sF9DBJvQGFnZVdl8TZVLmcqw+M6ofNIaqPPZH3c/obI/FCbIoA2e8/ejr1XQPSj1f4297TctYc1r+tbN6jBQYA0Rby/AjVvNmERIB2nZGbwG+GxP9jFv8dA1r8StFPnivkVKba8VV1pHaTVlpidS4KDlJ+iZQXN0AMaN0eeRHefBBAVPJuzs0NKLsY+9YqEb56Hx+u4NKCT7GbpYKCGl5tTW5NTQa7pKAKIhe0JZdyySJCqqpzS/Ilr9lE+z7TuYPQi8Oun+W9RvIVA5on9zWlaWv8tajeEHbzAgpxP70vEswGCu0Sl4r6iOyHUW+J3XXqvm0HYwXkO1z3O/uE8f10TWuuTHJn5T0rfIh/DB7dXXf23QUTpT5Y/Y2mTGYu57sdJ01E4j6S90+4KgY0Re5CZxN0cGu56YPU5gTE1f8pDSL3RwiLPx1Q+f6hn/OwaQNZs1hf/iz4P6LWMeCD0G3IW0dTB28RWgSub6WysxQrk7yuu/ZM022PX77ltftDKUDn3Ck5gO0DueM+xzeyBj1oTkDzO+GWxajtbJAFBHCv9QtCqa4jm65UZECGFXZB6yCoC1oG/n/TU9qKem6RGaBYiu1qfJANDx6hHfh44lCWMoD+0qOE/E9Ufo8XZW1mQEHInryhVqlyAVV87AvwVHDfjxHlLWgl6lMY7IQ+jD0isQpHfmc0gt7FqRo/aNCgLh2JzVby3AJ7veB3IxcYnzmghnhgw0GU/MlSpoqljxuD4/2KXjUjoPmdcBsU3Zvm5IUOqLarJ5SfEYwjXqHtgsBAhP5IKuuLph2WTPoUauNFO+UkBgcHzzciNmSbld3eg9jGt7mCT/RGENqEnRxMyRPldNBcHXwnBt1Lmg9QQd/FeDe9O8gHlN1vL/xNfVkfiyg7xqzhaHA1UY5aS1WooFZorLSvyb9Eqi28DTamMRtOqq25n3GVqWImQjOTOeRyie49iVaMNebftUeWNqDCHiStO1tCbQ5k7SqVBgRDTj3FiyNdtyZgtV0o0jYb8DqHwyQ/JI89vKc1ciOphIkCxa3Yxk+J1rmw/wWysvSaLOfW/NELKUD3L1MSRDYTFd2JElrxoU8zAmLPnZ6ZfXT84z89vfMAkngygFaOjsG9jiqsFzcNovqJiW3eAvD6SHrnvGP8mtUR9caN1BOxC5MtbsKjJQsINWbsSR4X9ZQ3lPBEfnVXMbCZmVW5YQs0IyCo2GV0/DwPNk7OgYzfBIvHf0Nf/nzTVFxpEtdhBx9Pu1Ld4hp33B9xeEFPN3jRtyHPfxg7ZnYCHNgq7nDbigyvYm+c9vCklikNGSDb+2bbLBqrL9Rq8xTYs4WesL6V2ayAiM6OcPjJsiL9R7EMab4ha26R3cesmaQz6TUbFKdbycF/pD3W1UXyh/flwkmRTD0XOT/zuMAVTitt26som393IAZ1jcUyV5D/X5a+eAm2yjBB6x/+O7mrXu2lTBaO9bl/2bOvviQUDFabQxQDSp5C9kZE0x3sPXY+lOuczccF+5Lj1+qf++HMrtt3OeeiX73rg6vlhNk+gQGVCFD6LwspT1OcWReFH7LE179Obfj02DoplivhuVstAd27zJUABKJWnBvyqAGaMdout8kryGvRnPS/I2oNSF8NPNVZq/Nrn4HrnAi58Y7ur8IR5z7s3S0XXP+rZ+vJhoR4vKP7S1iOc5//WI0BtXBhADGAGEDNAIjFiCIBpgTVKwygeuT/X/KSwQs2uYAAAAAASUVORK5CYII=)，即《统计学习方法》P105。它是指函数的最优值必定满足下面条件：

(1) L对各个x求导为零；   
(2) h(x)=0;   
**(3)** ∑αigi(x)=0，αi≥0

1. 拉格朗日乘子法(Lagrange Multiplier)和KKT(Karush-Kuhn-Tucker)条件是求解约束优化问题的重要方法，在有等式约束时使用拉格朗日乘子法，在有不等约束时使用KKT条件。前提是：只有当目标函数为[凸函数](https://en.wikipedia.org/wiki/Convex_function" \t "http://www.cnblogs.com/zhangchaoyang/articles/_blank)时，使用这两种方法才保证求得的是最优解。
2. SVM的核函数？如果使用RBF核函数，可以将原本5维的数据映射到多少维？

（1）

1. 映射到无限维，因为它是使用泰勒展开式，可以展开到无穷维。

泰勒展开式其实是0-n维的多项式核函数的和。我们知道多项式核函数将低维数据映射到高维(维度是有限的)，那么 对于无限个 不同维的多项式核函数之和 的高斯核，其中也包括 无穷维度 的 多项式核函数。

1. AUC的含义？

AUC是指 从一堆样本中随机抽一个，抽到正样本的概率 比 抽到负样本的概率 大的可能性。

**13. C++实现kmeans，LR，softmax算法**

**数据结构算法**

1. 关于最短路径问题，给出n\*n格子，格子上有不同数值，求格子上一点A到点B的路径上，数值之和最短的路径？

1. 优先队列可以使用什么实现？

使用堆排序实现

1. 堆排序的建堆时间复杂度是？

O(n)。在构建堆的过程中，因为是从完全二叉树的最下层最右边的非叶结点开始构建，将它与其孩子进行比较和若有必要的交换，对每个非叶结点，最多进行两次比较和互换操作，这里需要进行这种操作的非叶结点数目是n/2个.

1. 图的深度遍历和广度遍历的时间复杂度？

时间复杂度都是O(n^2)或者O(n+e)，后者是使用邻接表的复杂度，n是顶点个数，e个无向图边数，有向图中的弧数。

深度遍历一般使用栈，而广度遍历使用队列。

1. 爬虫如何实现？一天可以爬取数量？

（1）

1. 一天可以爬取大约16-17万张图片，每分钟大约10张左右图片，10分钟大约115张图片，一个小时大约7000张图片。

6. 给出一个元素无序的数组，求出一个数，使得其左边的数都小于它，右边的数都大于等于它。

举例：1,2,3,1,2,0,5,6，返回下标6（数字为5）。

思路（1）：

朴素[算法](http://lib.csdn.net/base/datastructure" \o "算法与数据结构知识库" \t "http://blog.csdn.net/insistgogo/article/details/_blank)，对于每一个数，都检测它的左边和右边是否满足题意。

时间复杂度为O（n^2）

思路（2）

使用变量求解：

（1）目前找到符合题意的候选值，nCandid

（2）目前已遍历数组的最大值，nMax：为了选下一次的候选值

（3）目前的候选值是否有效，bIsExist：检测是否需要重新选择候选值

思路：如果候选值有效，可以继续遍历下面的数据

如果候选值小于目前的值，则该候选失效。之后遍历元素时，就要重新选择候选值

选择候选值时，对于某一个元素，如果该元素比之前遍历过元素的最大值还要大nMax，则该元素就为候选。

复杂度：遍历一遍数组即可，时间：O（n），空间O（1）

1. #include <iostream>
2. #include <assert.h>
3. #include <list>
4. **using** **namespace** std;
6. **int** FindNum(**int** nArr[],**int** nLen)
7. {
8. assert(nArr && nLen > 0);
9. **int** nPos = 0;
10. **int** nCandid = nArr[0];
11. **int** nMax = nArr[0];
12. **bool** bIsExist = **true**;
13. **for** (**int** i = 1;i < nLen;i++)
14. {
15. **if** (bIsExist)//候选有效
16. {
17. **if** (nCandid > nArr[i])//候选失效
18. {
19. bIsExist = **false**;
20. }
21. **else**
22. {
23. nMax = nArr[i];
24. }
25. }
26. **else** //候选失效
27. {
28. **if** (nArr[i] >= nMax)//重新找到候选
29. {
30. bIsExist = **true**;
32. nCandid = nArr[i];
33. nMax = nArr[i];
34. nPos = i;
35. }
36. }
37. }
38. **return** bIsExist ? nPos : -1;
39. }

### C++/python 编程语言

1. C++和python的类的区别？

C++默认private，Python默认public；

C++可以实现多态，而python没有。

### 最后一个问题之你还有什么想问我的？

1. 我进去之后会做什么？
2. 团队是做什么东西的（业务是什么）？
3. 内部项目还是外部项目？
4. **就我之前的表现来看，你觉得我的优缺点在哪里？（这个问题可以侧面打探出他对你的评价，而且可以帮助你给自己查漏补缺）**
5. 偏基础还是偏业务（简单粗暴地说，做基础就是写给程序员用的东西，做业务就是写给用户用的东西）？
6. 技术氛围怎么样？主要用到什么技术？有什么开源产出吗？你们做 code review 吗