**性能调优**

## 一、JVM调优

**1 Java对象的大小**

基本数据的类型的大小是固定的，这里就不多说了。对于非基本类型的Java对象，其大小就值得商榷。在Java中，一个空Object对象的大小是8byte，这个大小只是保存堆中一个没有任何属性的对象的大小。看下面语句：

Object ob = new Object();

这样在程序中完成了一个Java对象的生命，但是它所占的空间为：4byte+8byte。4byte是上面部分所说的Java栈中保存引用的所需要的空间。而那8byte则是Java堆中对象的信息。因为所有的Java非基本类型的对象都需要默认继承Object对象，因此不论什么样的Java对象，其大小都必须是大于8byte。

有了Object对象的大小，我们就可以计算其他对象的大小了。

Class NewObject

{

int count;

boolean flag;

Object ob;

}

其大小为：

空对象大小(8byte)+int大小(4byte)+Boolean大小(1byte)+空Object引用的大小(4byte)=17byte。

但是因为Java在对对象内存分配时都是以8的整数倍来分，因此大于17byte的最接近8的整数倍的是24，因此此对象的大小为24byte。

**2 基本类型的包装类型的大小**

因为这种包装类型已经成为对象了，因此需要把他们作为对象来看待。包装类型的大小至少是12byte（声明一个空Object至少需要的空间），而且12byte没有包含任何有效信息，同时，因为Java对象大小是8的整数倍，因此一个基本类型包装类的大小至少是16byte。这个内存占用是很恐怖的，**它是使用基本类型的N倍**（N>2），有些类型的内存占用更是夸张。因此，可能的话应尽量少使用包装类。在JDK5.0以后，因为加入了自动类型装换，因此，Java虚拟机会在存储方面进行相应的优化。

**3 基本垃圾回收算法**

**1 引用计数（Reference Counting）:**

比较古老的回收算法。原理是此对象有一个引用，即增加一个计数，删除一个引用则减少一个计数。垃圾回收时，只用收集计数为0的对象。此算法最致命的是无法处理循环引用的问题。

**2 标记-清除（Mark-Sweep）:**

此算法执行分两阶段。第一阶段从引用根节点开始标记所有被引用的对象，第二阶段遍历整个堆，把未标记的对象清除。此算法需要暂停整个应用，同时，会产生内存碎片。

**3 复制法（Copying）:**

此算法把内存空间划为两个相等的区域，每次只使用其中一个区域。垃圾回收时，遍历当前使用区域，把正在使用中的对象复制到另外一个区域中。次算法每次只处理正在使用中的对象，因此复制成本比较小，同时复制过去以后还能进行相应的内存整理，不会出现“碎片”问题。当然，此算法的缺点也是很明显的，就是需要两倍内存空间。

**4 标记-整理（Mark-Compact）:**

此算法结合了“标记-清除”和“复制”两个算法的优点。也是分两阶段，第一阶段从根节点开始标记所有被引用对象，第二阶段遍历整个堆，把清除未标记对象并且把存活对象“压缩”到堆的其中一块，按顺序排放。此算法避免了“标记-清除”的碎片问题，同时也避免了“复制”算法的空间问题。

**4 如何区分垃圾**

上面说到的“引用计数”法，通过统计控制生成对象和删除对象时的引用数来判断。垃圾回收程序收集计数为0的对象即可。但是这种方法无法解决循环引用。所以，后来实现的垃圾判断算法中，都是从程序运行的根节点出发，遍历整个对象引用，查找存活的对象。那么在这种方式的实现中，垃圾回收从哪儿开始的呢？即，从哪儿开始查找哪些对象是正在被当前系统使用的。上面分析的堆和栈的区别，其中栈是真正进行程序执行地方，所以要获取哪些对象正在被使用，则需要从Java栈开始。

同时，一个栈是与一个线程对应的，因此，如果有多个线程的话，则必须对这些线程对应的所有的栈进行检查。同时，除了栈外，还有系统运行时的寄存器等，也是存储程序运行数据的。

**这样，以栈或寄存器中的引用为起点，我们可以找到堆中的对象，又从这些对象找到对堆中其他对象的引用，这种引用逐步扩展，最终以null引用或者基本类型结束**，这样就形成了一颗以Java栈中引用所对应的对象为根节点的一颗对象树，如果栈中有多个引用，则最终会形成多颗对象树。在这些对象树上的对象，都是当前系统运行所需要的对象，不能被垃圾回收。而其他剩余对象，则可以视为无法被引用到的对象，可以被当做垃圾进行回收。因此，垃圾回收的起点是一些根对象（java栈, 静态变量, 寄存器...）。而最简单的Java栈就是Java程序执行的main函数。这种回收方式，也是上面提到的“标记-清除”的回收方式

**5 如何处理碎片**

由于不同Java对象存活时间是不一定的，因此，在程序运行一段时间以后，如果不进行内存整理，就会出现零散的内存碎片。碎片最直接的问题就是会导致无法分配大块的内存空间，以及程序运行效率降低。

**所以，在上面提到的基本垃圾回收算法中，“复制”方式和“标记-整理”方式，都可以解决碎片的问题。**

**6 分代垃圾回收**

分代的垃圾回收策略，是基于这样一个事实：不同的对象的生命周期是不一样的。因此，不同生命周期的对象可以采取不同的收集方式，以便提高回收效率。

在Java程序运行的过程中，会产生大量的对象，其中有些对象是与业务信息相关，比如Http请求中的Session对象、线程、Socket连接，这类对象跟业务直接挂钩，因此生命周期比较长。但是还有一些对象，主要是程序运行过程中生成的临时变量，这些对象生命周期会比较短，比如：String对象，由于其不变类的特性，系统会产生大量的这些对象，有些对象甚至只用一次即可回收。

试想，在不进行对象存活时间区分的情况下，每次垃圾回收都是对整个堆空间进行回收，花费时间相对会长，同时，因为每次回收都需要遍历所有存活对象，但实际上，对于生命周期长的对象而言，这种遍历是没有效果的，因为可能进行了很多次遍历，但是他们依旧存在。因此，分代垃圾回收采用分治的思想，进行代的划分，把不同生命周期的对象放在不同代上，不同代上采用最适合它的垃圾回收方式进行回收。

**7 如何分代？**

**虚拟机中的共划分为三个代：年轻代（Young Generation）、年老点（Old Generation）和持久代（PermanentGeneration）。**

**1 年轻代:**

所有新生成的对象首先都是放在年轻代的。年轻代的目标就是尽可能快速的收集掉那些生命周期短的对象。年轻代分三个区。**一个Eden区，两个Survivor区(一般而言)。大部分对象在Eden区中生成。**当Eden区满时，还存活的对象将被复制到Survivor区（两个中的一个），当这个Survivor区满时，此区的存活对象将被复制到另外一个Survivor区，当这个Survivor去也满了的时候，从第一个Survivor区复制过来的并且此时还存活的对象，将被复制“年老区(Tenured)”。需要注意，Survivor的两个区是对称的，没先后关系，所以同一个区中可能同时存在从Eden复制过来对象，和从前一个Survivor复制过来的对象，而复制到年老区的只有从第一个Survivor去过来的对象。而且，Survivor区总有一个是空的。

**2 年老代:**

在年轻代中经历了N次垃圾回收后仍然存活的对象，就会被放到年老代中。因此，可以认为年老代中存放的都是一些生命周期较长的对象。

**3 持久代:**

用于存放静态文件，如Java类、方法等。持久代对垃圾回收没有显著影响，但是有些应用可能动态生成或者调用一些class，例如Hibernate等，在这种时候需要设置一个比较大的持久代空间来存放这些运行过程中新增的类。持久代大小通过-XX:MaxPermSize=<N>进行设置。

**8 什么情况下触发垃圾回收**

由于对象进行了分代处理，因此垃圾回收区域、时间也不一样。GC有两种类型：Scavenge GC和Full GC。

**1 Scavenge GC**

一般情况下，当新对象生成，并且在Eden申请空间失败时，就会触发Scavenge GC，对Eden区域进行GC，清除非存活对象，并且把尚且存活的对象移动到Survivor区。

然后整理Survivor的两个区。这种方式的GC是对年轻代的Eden区进行，不会影响到年老代。因为大部分对象都是从Eden区开始的，同时Eden区不会分配的很大，所以Eden区的GC会频繁进行。因而，一般在这里需要使用速度快、效率高的算法，使Eden去能尽快空闲出来。

**2 Full GC**

对整个堆进行整理，包括Young、Tenured和Perm。Full GC因为需要对整个对进行回收，所以比ScavengeGC要慢，因此应该尽可能减少FullGC的次数。在对JVM调优的过程中，很大一部分工作就是对于FullGC的调节。有如下原因可能导致Full GC：

@年老代（Tenured）被写满

@持久代（Perm）被写满

@System.gc()被显示调用

@上一次GC之后Heap的各域分配策略动态变化

**9 JVM调优总结举例1**

以下配置主要针对分代垃圾回收算法而言。堆大小设置年轻代的设置很关键

JVM中最大堆大小有三方面限制：相关操作系统的数据模型（32-bt还是64-bit）限制；系统的可用虚拟内存限制；系统的可用物理内存限制。32位系统下，一般限制在1.5G~2G；64为操作系统对内存无限制。在Windows Server 2003 系统，3.5G物理内存，JDK5.0下测试，最大可设置为1478m。

典型设置：

**java -Xmx3550m -Xms3550m -Xmn2g –Xss128k**

-Xmx3550m：设置JVM最大可用内存为3550M。

-Xms3550m：设置JVM初始内存为3550m。此值可以设置与-Xmx相同，以避免每次垃圾回收完成后JVM重新分配内存。

-Xmn2g：设置年轻代大小为2G。整个堆大小=年轻代大小 + 年老代大小 + 持久代大小。

持久代一般固定大小为64m，所以增大年轻代后，将会减小年老代大小。此值对系统性能影响较大，Sun官方推荐配置为整个堆的3/8。

-Xss128k：设置每个线程的堆栈大小。JDK5.0以后每个线程堆栈大小为1M，以前每个线程堆栈大小为256K。更具应用的线程所需内存大小进行调整。

在相同物理内存下，减小这个值能生成更多的线程。但是操作系统对一个进程内的线程数还是有限制的，不能无限生成，经验值在3000~5000左右。

**java -Xmx3550m -Xms3550m -Xss128k -XX:NewRatio=4 -XX:SurvivorRatio=4 XX:MaxPermSize=16m -XX:MaxTenuringThreshold=0**

-XX:NewRatio=4:设置年轻代（包括Eden和两个Survivor区）与年老代的比值（除去持久代）。设置为4，则年轻代与年老代所占比值为1：4，年轻代占整个堆栈的1/5

-XX:SurvivorRatio=3：设置年轻代中Eden区与Survivor区的大小比值。设置为3，则两个Survivor区与一个Eden区的比值为2:3

当我们设置参数-Xmn500m(表示：设置年轻代为500m)时，我们知道年轻代中有两个Survivor和Eden

Survivor:Eden=1:3，所以,Surivivor占年轻代的2/5,Eden占3/5。

Survivor=500 \* 2/5=200m

Eden=500 \* 3/5=300m

-XX:MaxPermSize=16m:设置持久代大小为16m。

-XX:MaxTenuringThreshold=0：设置垃圾最大年龄。如果设置为0的话，则年轻代对象不经过Survivor区，直接进入年老代。对于年老代比较多的应用，可以提高效率。

如果将此值设置为一个较大值，则年轻代对象会在Survivor区进行多次复制，这样可以增加对象再年轻代的存活时间，增加在年轻代即被回收的概论。

**10 JVM调优总结举例2**

常见配置汇总

-Xms:初始堆大小 -Xmx:最大堆大小 -XX:NewSize=n:设置年轻代大小 -XX:NewRatio=n:设置年轻代和年老代的比值。如:为3，表示年轻代与年老代比值为1：3，年轻代占整个年

轻代年老代和的1/4

-XX:SurvivorRatio=n:年轻代中Eden区与两个Survivor区的比值。注意Survivor区有两个。如：3，表示Eden：Survivor=3：2，一个Survivor区占整个年轻代的1/5

-XX:MaxPermSize=n:设置持久代大小

收集器设置

-XX:+UseSerialGC:设置串行收集器

-XX:+UseParallelGC:设置并行收集器

-XX:+UseParalledlOldGC:设置并行年老代收集器

-XX:+UseConcMarkSweepGC:设置并发收集器垃圾回收统计信息

-XX:+PrintGC

-XX:+PrintGCDetails

-XX:+PrintGCTimeStamps

-Xloggc:filename

并行收集器设置

-XX:ParallelGCThreads=n:设置并行收集器收集时使用的CPU数。并行收集线程数。

-XX:MaxGCPauseMillis=n:设置并行收集最大暂停时间

-XX:GCTimeRatio=n:设置垃圾回收时间占程序运行时间的百分比。公式为1/(1+n)并发收集器设置

-XX:+CMSIncrementalMode:设置为增量模式。适用于单CPU情况。

-XX:ParallelGCThreads=n:设置并发收集器年轻代收集方式为并行收集时，使用的CPU数。并行收集线程数。

调优总结

年轻代大小选择

响应时间优先的应用：尽可能设大，直到接近系统的最低响应时间限制（根据实际情况选择）。在此种情况下，年轻代收集发生的频率也是最小的。同时，减少到达年老代的对象。

吞吐量优先的应用：尽可能的设置大，可能到达Gbit的程度。因为对响应时间没有要求，垃圾收集可以并行进行，一般适合8CPU以上的应用。

年老代大小选择

响应时间优先的应用：年老代使用并发收集器，所以其大小需要小心设置，一般要考虑并发会话率和会话持续时间等一些参数。如果堆设置小了，可以会造成内存碎片、高回收频率以及应用暂停而使用传统的标记清除方式；如果堆大了，则需要较长的收集时间。最优化的方案，一般需要参考以下数据获得：

1. 并发垃圾收集信息

2. 持久代并发收集次数

3. 传统GC信息

4. 花在年轻代和年老代回收上的时间比例减少年轻代和年老代花费的时间，一般会提高应用的效率

吞吐量优先的应用

一般吞吐量优先的应用都有一个很大的年轻代和一个较小的年老代。原因是，这样可以尽可能回收掉大部分短期对象，减少中期的对象，而年老代尽存放长期存活对象。

较小堆引起的碎片问题

因为年老代的并发收集器使用标记、清除算法，所以不会对堆进行压缩。当收集器回收时，他会把相邻的空间进行合并，这样可以分配给较大的对象。但是，当堆空间较小时，运行一段时间以后，就会出现“碎片”，如果并发收集器找不到足够的空间，那么并发收集器将会停止，然后使用传统的标记、清除方式进行回收。如果出现“碎片”，可能需要进行如下配置：

1.-XX:+UseCMSCompactAtFullCollection：使用并发收集器时，开启对年老代的压缩。

2.-XX:CMSFullGCsBeforeCompaction=0：上面配置开启的情况下，这里设置多少次Full GC后，对年老代进行压缩

## 二、MySQL性能调优

**1 分析大致原因**

(1)硬件配置低：查看应用设备的使用率CPU内存存储(硬盘) 用top,sar,uptime,free

(2)网络带宽： 使用网络测速软件 网速;

(3)提供数据库服务软件版本低：

**2 确定MySQL的最大连接数**

在MySQL数据库中，MySQL的最大并发连接数是存储在全局变量max\_connections中的。

mysql> show variables like “**max\_connections**”; #允许的最大并发连接数

mysql> show variables like "**connect\_timeout**"; #建立连接时，三次握手的超时时间

mysql> show variables like "**wait\_timeout**"; #建立连接后，等待断开连接的超时时间

查看当前已使用的连接数：mysql>show global status like “max\_used\_connections”;

查看默认的最大连接数：mysql> show variables like "max\_connections";

**85%原则。**

**3 为临时表分配足够的内存**

在某些情况下，服务器在处理语句时会创建内部临时表。临时表用于内部操作如GROUP BY和distinct，还有一些ORDER BY查询以及UNION和FROM子句(派生表)中的子查询。

这些都是在内存中创建的内存表。内存中临时表的最大大小由tmp\_table\_size和max\_heap\_table\_size中较小的值确定。如果临时表的大小超过这个阈值，则将其转换为磁盘上的InnoDB或MyISAM表。此外，如果查询涉及BLOB或TEXT列，而这些列不能存储在内存表中，临时表总是直接指向磁盘。

这种转换的代价很大，所以考虑增加**max\_heap\_table\_size和tmp\_table\_size**变量的大小来帮助减少在磁盘上创建临时表的数量。

当增加max\_heap\_table\_size和tmp\_table\_size 变量的大小时，一定要监视服务器的内存使用情况，因为内存中的临时表可能会增加达到服务器内存容量的风险。

一般来说，**32M到64M**是建议值，从这两个变量开始并根据需要进行调优。

允许的最大值：显示tmp\_table\_size服务器变量的值，它定义了在内存中创建的临时表的最大大小。与max\_heap\_table\_size一起，定义了可以在内存中创建的临时表的最大大小。如果内存临时表大于此大小则将其存储在磁盘上。

内存表的最大大小：显示max\_heap\_table\_size服务器变量的值，该值定义了显式创建的MEMORY存储引擎表的最大大小。

创建的临时表总数：显示created\_tmp\_tables服务器变量的值，它定义了在内存中创建的临时表的数量。

**4 增加线程缓存大小**

连接管理器线程处理服务器监听的网络接口上的客户端连接请求。连接管理器线程将每个客户端连接与专用于它的线程关联，该线程负责处理该连接的身份验证和所有请求处理。

因此，线程和当前连接的客户端之间是一对一的比例。确保线程缓存足够大以容纳所有传入请求是非常重要的。

MySQL提供了许多与连接线程相关的服务器变量：

线程缓存大小由thread\_cache\_size系统变量决定。默认值为0(无缓存)，这将导致为每个新连接设置一个线程，并在连接终止时需要处理该线程。

如果希望服务器每秒接收数百个连接请求，那么应该将thread\_cache\_size设置的足够高，以便大多数新连接可以使用缓存线程。可以在服务器启动或运行时设置max\_connections的值。

thread\_cache\_size：可以缓存的线程数。

Threads\_cached：缓存中的线程数。

Threads\_created：创建用于处理连接的线程。

**5 选择合适的存储引擎: InnoDB**

MyISAM 只缓存索引，而 InnoDB 缓存数据和索引，MyISAM 不支持事务

InnoDB缓冲池大小： InnoDB缓冲池大小在使用InnoDB的MySQL数据库中起着至关重要的作用。缓冲池同时缓存数据和索引。它的值应该尽可能的大，以确保数据库使用内存而不是硬盘驱动器进行读取操作。

InnoDB日志缓冲区大小： MySQL每次写入日志文件时，它都会利用可用于处理销售数据的重要系统资源。因此，将InnoDB日志缓冲区大小设置为较大值才有意义。

这样，服务器在大型事务中写入磁盘的次数就减少了，从而最大限度地减少了这些耗时的操作。64M是这个变量的一个很好的起点。

**6 足够大的 innodb\_buffer\_pool\_size**

推荐将数据完全保存在 innodb\_buffer\_pool\_size ，即按存储量规划 innodb\_buffer\_pool\_size 的容量。这样你可以完全从内存中读取数据，最大限度减少磁盘操作。

如何确定 innodb\_buffer\_pool\_size 足够大，数据是从内存读取而不是硬盘？

mysql> SHOW GLOBAL STATUS LIKE 'innodb\_buffer\_pool\_pages\_%';

+----------------------------------+--------+

| Variable\_name | Value |

+----------------------------------+--------+

| Innodb\_buffer\_pool\_pages\_data | 129037 |

| Innodb\_buffer\_pool\_pages\_dirty | 362 |

| Innodb\_buffer\_pool\_pages\_flushed | 9998 |

| Innodb\_buffer\_pool\_pages\_free | 0 | !!!!!!!!

| Innodb\_buffer\_pool\_pages\_misc | 2035 |

| Innodb\_buffer\_pool\_pages\_total | 131072 |

+----------------------------------+--------+

6 rows in set (0.00 sec)

**发现 Innodb\_buffer\_pool\_pages\_free 为 0，则说明 buffer pool 已经被用光，需要增大 innodb\_buffer\_pool\_size**

**7 减少磁盘写入操作**

使用足够大的写入缓存 innodb\_log\_file\_size

但是需要注意如果用 1G 的 innodb\_log\_file\_size ，假如服务器当机，需要 10 分钟来恢复。

推荐 innodb\_log\_file\_size 设置为 0.25 \* innodb\_buffer\_pool\_size

innodb\_flush\_log\_at\_trx\_commit这个选项和写磁盘操作密切相关：

innodb\_flush\_log\_at\_trx\_commit = 1 则每次修改写入磁盘

innodb\_flush\_log\_at\_trx\_commit = 0/2 每秒写入磁盘

如果你的应用不涉及很高的安全性 (金融系统)，或者基础架构足够安全，或者 事务都很小，都可以用 0 或者 2 来降低磁盘操作。

**8 提高磁盘读写速度**

RAID0 尤其是在使用 EC2 这种虚拟磁盘 (EBS) 的时候，使用软 RAID0 非常重要。

**9 充分使用索引**

索引是提高查询速度的唯一方法，比如搜索引擎用的倒排索引是一样的原理。

索引的添加需要根据查询来确定，比如通过慢查询日志或者查询日志,或者通过 EXPLAIN 命令分析查询。

**10 分析查询日志和慢查询日志**

记录所有查询，这在用 ORM 系统或者生成查询语句的系统很有用。

log=/var/log/mysql.log

注意不要在生产环境用，否则会占满你的磁盘空间。

记录执行时间超过 1 秒的查询：

long\_query\_time=1

log-slow-queries=/var/log/mysql/log-slow-queries.log

**11 用 NOSQL 的方式使用 MYSQL**

B-TREE 仍然是最高效的索引之一，所有 MYSQL 仍然不会过时。

用 HandlerSocket 跳过 MYSQL 的 SQL 解析层，MYSQL 就真正变成了 NOSQL。

## 三、Nginx优化

**1 隐藏 Nginx 版本号**

为什么要隐藏 Nginx 版本号：一般来说，软件的漏洞都与版本有关，隐藏版本号是为了防止恶意用户利用软件漏洞进行攻击

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

worker\_processes 1;

events {

worker\_connections 1024;

}

http {

include mime.types;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

server\_tokens off; # 隐藏版本号

server {

listen 80;

server\_name www.abc.com;

location / {

root html/www;

index index.html index.htm;

}

}

}

[root@localhost ~]# /usr/local/nginx/sbin/nginx -t

[root@localhost ~]# /usr/local/nginx/sbin/nginx -s reload

[root@localhost ~]# curl -I 127.0.0.1 # 查看是否隐藏版本号

HTTP/1.1 404 Not Found

Server: nginx

Date: Thu, 25 May 2017 05:23:03 GMT

Content-Type: text/html

Content-Length: 162

Connection: keep-alive

**2 更改 Nginx 服务的默认用户**

为什么要更改 Nginx 服务的默认用户：就像更改 ssh 的默认 22 端口一样，增加安全性，Nginx 服务的默认用户是 nobody ，我们更改为 nginx

添加 nginx 用户

useradd -s /sbin/nologin -M nginx

更改 Nginx 配置文件

[root@localhost ~]# vim /usr/local/nginx/conf/nginx.conf

worker\_processes 1;

user nginx nginx; # 指定Nginx服务的用户和用户组

events {

worker\_connections 1024;

}

http {

include mime.types;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

server\_tokens off;

server {

listen 80;

server\_name www.abc.com;

location / {

root html/www;

index index.html index.htm;

}

}

}

重新加载 Nginx

[root@localhost ~]# /usr/local/nginx/sbin/nginx -t

[root@localhost ~]# /usr/local/nginx/sbin/nginx -s reload

验证是否生效

[root@localhost ~]# ps aux | grep nginx

root 8901 0.0 0.1 45036 1784 ? Ss 13:54 0:00 nginx: master process /usr/local/nginx/sbin/nginx

nginx 8909 0.0 0.1 45460 1828 ? S 13:59 0:00 nginx: worker process # Nginx进程的所属用户为nginx

**3 优化 Nginx worker 进程数**

Nginx 有 Master 和 worker 两种进程，**Master 进程用于管理 worker 进程**，worker 进程用于 Nginx 服务。**worker 进程数应该设置为等于 CPU 的核数，高流量并发场合也可以考虑将进程数提高至 CPU 核数 \* 2**

[root@localhost ~]# grep -c processor /proc/cpuinfo # 查看CPU核数
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[root@localhost ~]# vim /usr/local/nginx/conf/nginx.conf # 设置worker进程数

worker\_processes 2;

user nginx nginx;

[root@localhost ~]# /usr/local/nginx/sbin/nginx -t # 重新加载Nginx

[root@localhost ~]# /usr/local/nginx/sbin/nginx -s reload

[root@localhost ~]# ps -ef | grep nginx | grep -v grep # 验证是否为设置的进程数

![](data:image/png;base64,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)

**4. 绑定 Nginx 进程到不同的 CPU 上**

为什么要绑定 Nginx 进程到不同的 CPU 上 ：默认情况下，Nginx 的多个进程有可能跑在某一个 CPU 或 CPU 的某一核上，导致 Nginx 进程使用硬件的资源不均，

因此绑定 Nginx 进程到不同的 CPU 上是为了充分利用硬件的多 CPU 多核资源的目的。

[root@localhost ~]# grep -c processor /proc/cpuinfo # 查看CPU核数

worker\_processes 2; # 2核CPU的配置

worker\_cpu\_affinity 01 10;

worker\_processes 4; # 4核CPU的配置

worker\_cpu\_affinity 0001 0010 0100 1000;

worker\_processes 8; # 8核CPU的配置

worker\_cpu\_affinity 00000001 00000010 00000100 00001000 00010000 00100000 01000000 1000000;

[root@localhost ~]# /usr/local/nginx/sbin/nginx -t

[root@localhost ~]# /usr/local/nginx/sbin/nginx -s reload

**5. 优化 Nginx 处理事件模型**

Nginx 的连接处理机制在不同的操作系统会采用不同的 I/O 模型，要根据不同的系统选择不同的事件处理模型，可供选择的事件处理模型有：kqueue 、rtsig 、epoll 、/dev/poll 、select 、poll ，其中 select 和 epoll 都是标准的工作模型，kqueue 和 epoll 是高效的工作模型，不同的是 epoll 用在 Linux 平台上，而 kqueue 用在 BSD 系统中。

(1) 在 Linux 下，Nginx 使用 epoll 的 I/O 多路复用模型

(2) 在 Freebsd 下，Nginx 使用 kqueue 的 I/O 多路复用模型

(3) 在 Solaris 下，Nginx 使用 /dev/poll 方式的 I/O 多路复用模型

(4) 在 Windows 下，Nginx 使用 icop 的 I/O 多路复用模型

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

events {

use epoll;

}

......

**6. 优化 Nginx 单个进程允许的最大连接数**

(1) 控制 Nginx 单个进程允许的最大连接数的参数为 worker\_connections ，这个参数要根据服务器性能和内存使用量来调整

(2) 进程的最大连接数受 Linux 系统进程的最大打开文件数限制，只有执行了 "ulimit -HSn 65535" 之后，worker\_connections 才能生效

(3) 连接数包括代理服务器的连接、客户端的连接等，Nginx 总并发连接数 = worker 数量 \* worker\_connections, 总数保持在3w左右

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

worker\_processes 2;

worker\_cpu\_affinity 01 10;

user nginx nginx;

events {

use epoll;

worker\_connections 15000;

}

......

**7. 优化 Nginx worker 进程最大打开文件数**

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

worker\_processes 2;

worker\_cpu\_affinity 01 10;

worker\_rlimit\_nofile 65535; # worker 进程最大打开文件数，可设置为优化后的 ulimit -HSn 的结果

user nginx nginx;

events {

worker\_connections 1024;

}

http {

include mime.types;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

server\_tokens off;

server {

listen 80;

server\_name www.abc.com;

location / {

root html/www;

index index.html index.htm;

}

}

}

**8. 优化服务器域名的散列表大小**

如下，如果在 server\_name 中配置了一个很长的域名，那么重载 Nginx 时会报错，因此需要使用 server\_names\_hash\_max\_size 来解决域名过长的问题，该参数的作用是设置存放域名的最大散列表的存储的大小，根据 CPU 的一级缓存大小来设置。

server {

listen 80;

server\_name www.abcdefghijklmnopqrst.com; # 配置一个很长的域名

location / {

root html/www;

index index.html index.htm;

}

}

[root@localhost conf]# /usr/local/nginx/sbin/nginx -t # 如果配置的域名很长会出现如下错误

nginx: [emerg] could not build the server\_names\_hash, you should increase server\_names\_hash\_bucket\_size: 64

nginx: configuration file /usr/local/nginx/conf/nginx.conf test failed

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

http {

include mime.types;

**server\_names\_hash\_bucket\_size 512; # 配置在 http 区块，默认是 512kb ，一般设置为 cpu 一级缓存的 4-5 倍，一级缓存大小可以用 lscpu 命令查看**

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

server\_tokens off;

include vhosts/\*.conf;

}

**9. 开启高效文件传输模式**

(1) sendfile 参数用于开启文件的高效传输模式，该参数实际上是激活了 sendfile() 功能，sendfile() 是作用于两个文件描述符之间的数据拷贝函数，这个拷贝操作是在内核之中的，被称为 "零拷贝" ，sendfile() 比 read 和 write 函数要高效得多，因为 read 和 write 函数要把数据拷贝到应用层再进行操作

(2) tcp\_nopush 参数用于激活 Linux 上的 TCP\_CORK socket 选项，此选项仅仅当开启 sendfile 时才生效，tcp\_nopush 参数可以允许把 http response header 和文件的开始部分放在一个文件里发布，以减少网络报文段的数量

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

http {

include mime.types;

server\_names\_hash\_bucket\_size 512;

default\_type application/octet-stream;

**sendfile on; # 开启文件的高效传输模式**

**tcp\_nopush on; # 激活 TCP\_CORK socket 选择**

tcp\_nodelay on; #数据在传输的过程中不进缓存

keepalive\_timeout 65;

server\_tokens off;

include vhosts/\*.conf;

}

**10. 优化 Nginx 连接超时时间**

**<1>. 什么是连接超时**

(1) 举个例子，某饭店请了服务员招待顾客，但是现在饭店不景气，因此要解雇掉一些服务员，这里的服务员就相当于 Nginx 服务建立的连接

(2) 当服务器建立的连接没有接收处理请求时，可以在指定的时间内让它超时自动退出

**<2>.连接超时的作用**

(1) 将无用的连接设置为尽快超时，可以保护服务器的系统资源（CPU、内存、磁盘）

(2) 当连接很多时，及时断掉那些建立好的但又长时间不做事的连接，以减少其占用的服务器资源

(3) 如果黑客攻击，会不断地和服务器建立连接，因此设置连接超时以防止大量消耗服务器的资源

(4) 如果用户请求了动态服务，则 Nginx 就会建立连接，请求 FastCGI 服务以及后端 MySQL 服务，设置连接超时，使得在用户容忍的时间内返回数据

**<3>.连接超时存在的问题**

(1) 服务器建立新连接是要消耗资源的，因此，连接超时时间不宜设置得太短，否则会造成并发很大，导致服务器瞬间无法响应用户的请求

(2) 有些 PHP 站点会希望设置成短连接，因为 PHP 程序建立连接消耗的资源和时间相对要少些

(3) 有些 Java 站点会希望设置成长连接，因为 Java 程序建立连接消耗的资源和时间要多一些，这时由语言的运行机制决定的

<4>.设置连接超时

(1) keepalive\_timeout ：该参数用于设置客户端连接保持会话的超时时间，超过这个时间服务器会关闭该连接

(2) client\_header\_timeout ：该参数用于设置读取客户端请求头数据的超时时间，如果超时客户端还没有发送完整的 header 数据，服务器将返回 "Request time out (408)" 错误

(3) client\_body\_timeout ：该参数用于设置读取客户端请求主体数据的超时时间，如果超时客户端还没有发送完整的主体数据，服务器将返回 "Request time out (408)" 错误

(4) send\_timeout ：用于指定响应客户端的超时时间，如果超过这个时间，客户端没有任何活动，Nginx 将会关闭连接

(5) tcp\_nodelay ：默认情况下当数据发送时，内核并不会马上发送，可能会等待更多的字节组成一个数据包，这样可以提高 I/O 性能，但是，在每次只发送很少字节的业务场景中，使用 tcp\_nodelay 功能，等待时间会比较长

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

http {

include mime.types;

server\_names\_hash\_bucket\_size 512;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

tcp\_nodelay on;

client\_header\_timeout 15;

client\_body\_timeout 15;

send\_timeout 25;

include vhosts/\*.conf;

}

**11. 限制上传文件的大小**

client\_max\_body\_size 用于设置最大的允许客户端请求主体的大小，在请求首部中有 "Content-Length" ，如果超过了此配置项，客户端会收到 413 错误，即请求的条目过大

worker\_processes 2;

worker\_cpu\_affinity 01 10;

user nginx nginx;

error\_log logs/error.log error;

events {

use epoll;

worker\_connections 20480;

}

http {

include mime.types;

server\_names\_hash\_bucket\_size 512;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

server\_tokens off;

**client\_max\_body\_size 8m; # 设置客户端最大的请求主体大小为8M**

include vhosts/\*.conf;

}

**12.配置 Nginx gzip 压缩**

Nginx gzip 压缩模块提供了压缩文件内容的功能，用户请求的内容在发送到客户端之前，Nginx 服务器会根据一些具体的策略实施压缩，以节约网站出口带宽，同时加快数据传输效率，来提升用户访问体验，需要压缩的对象有 html 、js 、css 、xml 、shtml ，图片和视频尽量不要压缩，因为这些文件大多都是已经压缩过的，如果再压缩可能反而变大，另外，压缩的对象必须大于 1KB，由于压缩算法的特殊原因，极小的文件压缩后可能反而变大

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

http {

**gzip on; # 开启压缩功能**

gzip\_min\_length 1k; # 允许压缩的对象的最小字节

gzip\_buffers 4 32k; # 压缩缓冲区大小，表示申请4个单位为16k的内存作为压缩结果的缓存

gzip\_http\_version 1.1; # 压缩版本，用于设置识别HTTP协议版本

gzip\_comp\_level 9; # 压缩级别，1级压缩比最小但处理速度最快，9级压缩比最高但处理速度最慢

gzip\_types text/css text/xml application/javascript; # 允许压缩的媒体类型

gzip\_vary on; # 该选项可以让前端的缓存服务器缓存经过gzip压缩的页面，例如用代理服务器缓存经过Nginx压缩的数据

}

检查压缩：可以用 Google 浏览器按 F12 查看，也可以在 Google 浏览器安装 yslow 插件（yslow.org）

**13.配置 Nginx expires 缓存**

(1) Nginx expires 的功能就是为用户访问的网站内容设定一个过期时间，当用户第一次访问这些内容时，会把这些内容存储在用户浏览器本地，这样用户第二次及以后继续访问该网站时，

浏览器会检查加载已经缓存在用户浏览器本地的内容，就不会去服务器下载了，直到缓存的内容过期或被清除为止

(2) 不希望被缓存的内容：广告图片、网站流量统计工具、更新很频繁的文件

(3) 缓存日期参考：51CTO 缓存 1 周，新浪缓存 15 天，京东缓存 25 年，淘宝缓存 10 年

server {

listen 80;

server\_name www.abc.com abc.com;

root html/www;

location ~ .\*\.(gif|jpg|jpeg|png|bmp|swf|js|css)$ # 缓存的对象

{

**expires 3650d; # 缓存的时间，3650天，**即10年

}

}

**14.优化 Nginx access 日志**

**(1). 配置日志切割**

[root@localhost ~]# vim /usr/local/nginx/conf/cut\_nginx\_log.sh

#!/bin/bash

savepath\_log='/usr/local/clogs'

nglogs='/usr/local/nginx/logs'

mkdir -p $savepath\_log/$(date +%Y)/$(date +%m)

mv $nglogs/access.log $savepath\_log/$(date +%Y)/$(date +%m)/access.$(date +%Y%m%d).log

mv $nglogs/error.log $savepath\_log/$(date +%Y)/$(date +%m)/error.$(date +%Y%m%d).log

kill -USR1 `cat /usr/local/nginx/logs/nginx.pid`

[root@localhost ~]# crontab -e # 每天凌晨0点执行脚本

0 0 \* \* \* /bin/sh /usr/local/nginx/conf/cut\_nginx\_log.sh > /dev/null 2>&1

**(2) 不记录不需要的访问日志**

location ~ .\*\.(js|jpg|JPG|jpeg|JPEG|css|bmp|gif|GIF)$ {

access\_log off;

}

**(3) 设置访问日志的权限**

chown -R root.root /usr/local/nginx/logs

chmod -R 700 /usr/local/nginx/logs

**15. 优化 Nginx 站点目录**

(1). 禁止解析指定目录下的指定程序

location ~ ^/data/.\*\.(php|php5|sh|pl|py)$ {

# 根据实际来禁止哪些目录下的程序，且该配置必须写在 Nginx 解析 PHP 的配置前面

deny all;

}

(2). 禁止访问指定目录

location ~ ^/data/.\*\.(php|php5|sh|pl|py)$ {

# 根据实际来禁止哪些目录下的程序，且该配置必须写在 Nginx 解析 PHP 的配置前面

deny all;

}

(3). 限制哪些 IP 不能访问网站

location ~ ^/wordpress {

**# 相对目录，表示只允许 192.168.1.1 访问网站根目录下的 wordpress 目录**

allow 192.168.1.1/24;

deny all;

}

**16. 配置 Nginx 防盗链**

什么是防盗链：简单地说，就是某些不法网站未经许可，通过在其自身网站程序里非法调用其他网站的资源，然后在自己的网站上显示这些调用的资源，使得被盗链的那一端消耗带宽资源

(1) 根据 HTTP referer 实现防盗链：referer 是 HTTP的一个首部字段，用于指明用户请求的 URL 是从哪个页面通过链接跳转过来的

(2) 根据 cookie 实现防盗链：cookie 是服务器贴在客户端身上的 "标签" ，服务器用它来识别客户端

根据 referer 配置防盗链：

#第一种,匹配后缀

location ~ .\*\.(gif|jpg|jpeg|png|bm|swf|flv|rar|zip|gz|bz2)$ { # 指定需要使用防盗链的媒体资源

access\_log off; # 不记录防盗链的日志

expires 15d; # 设置缓存时间

valid\_referers none blocked \*.test.com \*.abc.com; # 表示这些地址可以访问上面的媒体资源

if ($invalid\_referer) { # 如果地址不如上面指定的地址就返回403

return 403

}

}

#第二种,绑定目录

location /images {

root /web/www/img;

vaild\_referers nono blocked \*.spdir.com \*.spdir.top;

if ($invalid\_referer) {

return 403;

}

}

**17.配置 Nginx 错误页面优雅显示**

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

......

http {

location / {

root html/www;

index index.html index.htm;

error\_page 400 401 402 403 404 405 408 410 412 413 414 415 500 501 502 503 506 = http://www.xxxx.com/error.html;

# 将这些状态码的页面链接到 http://www.xxxx.com/error.html ，也可以单独指定某个状态码的页面，如 error\_page 404 /404.html

}

}

**18. 优化 Nginx 文件权限**

为了保证网站不受木马入侵，所有文件的用户和组都应该为 root ，所有目录的权限是 755 ，所有文件的权限是 644

[root@localhost ~]# chown -R root.root /usr/local/nginx/.... # 根据实际来调整

[root@localhost ~]# chmod 755 /usr/local/nginx/....

[root@localhost ~]# chmod 644 /usr/local/nginx/....

**19.Nginx 防爬虫优化**

我们可以根据客户端的 user-agents 首部字段来阻止指定的爬虫爬取我们的网站

if ($http\_user\_agent ~\* "qihoobot|Baiduspider|Googlebot|Googlebot-Mobile|Googlebot-Image|Mediapartners-Google|Adsbot-Google|Yahoo! Slurp China|YoudaoBot|Sosospider|Sogou spider|Sogou web spider|MSNBot") {

return 403;

}

**20.控制 Nginx 并发连接数**

(1). 限制单个 IP 的并发连接数

[root@localhost ~]# cat /usr/local/nginx/conf/nginx.conf

....

http {

include mime.types;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

limit\_conn\_zone $binary\_remote\_addr zone=addr:10m; # 用于设置共享内存区域，addr 是共享内存区域的名称，10m 表示共享内存区域的大小

server {

listen 80;

server\_name www.abc.com;

location / {

root html/www;

index index.html index.htm;

**limit\_conn addr 1; # 限制单个IP的并发连接数为1**

}

}

}

(2)限制虚拟主机总连接数

...

http {

include mime.types;

default\_type application/octet-stream;

sendfile on;

keepalive\_timeout 65;

limit\_conn\_zone $server\_name zone=perserver:10m;

server {

listen 80;

server\_name www.abc.com;

location / {

root html/www;

**index index.html index.htm;**

**limit\_conn perserver 2; # 设置虚拟主机连接数为2**

}

}

}

**21. 集群代理优化**

upstream bbs\_com\_pool{ #定义服务器池

ip\_hash; #会话保持(当服务器集群中没有会话池时，且代理的是动态数据就必须写ip\_hash,反之什么也不用写)

#fair #智能分配(第三方，需要下载upstream\_fair模块)根据后端服务器的响应时间来调度

#url\_hash #更具URL的结果来分配请求(每个url定向到同一个服务器,提高后端缓存服务器的效率，本身不支持，需要安装nginx\_hash)

#当算法为ip\_hash不能有 weight backup

server 192.168.10.1:80; #默认weight为1

server 192.168.10.3:80 weight=5; #weight表示权重

server 192.168.10.4:80 down; #down:不参与本次轮询

server 192.168.10.5:80 down backup; #backup:当任何一台主机出现故障，将进行切换替换

server 192.168.10.6:80 max\_fails=3 fail\_timeout=20s; #max\_fails最大失败请求次数(默认为1)，fail\_timeout失败超时时间

server 192.168.10.7:8080;

}

stream{

upstream cluster {

# hash $remote\_addr consistent; //保持 session 不变,四层开启

server 192.168.1.2:80 max\_fails=3 fail\_timeout=30s;

server 192.168.1.3:80 max\_fails=3 fail\_timeout=30s;

}

server {

listen 80;

proxy\_pass cluster;

proxy\_connect\_timeout 1s;

proxy\_timeout 3s;

}

location {

proxy\_next\_upstream http\_500 http\_502 http\_503 error timeout invalid\_header; 当发生其中任何一种错误，将转交给下一个服务器

proxy\_redirect off;

proxy\_set\_header Host &$host; #设置后端服务器的真实地址

proxy\_set\_header X-Real-IP $remote\_addr;

proxy\_set\_header X-Forwarded\_For &proxy\_add\_x\_forwarded\_for;

client\_body\_buffer\_size 128k; #缓冲区大小，本地保存大小

proxy\_connect\_timeout 90; #发起握手等待的响应时间

proxy\_read\_timeout 90; #建立连接后等待后端服务器响应时间(其实是后端等候处理的时间)

proxy\_send\_timeout 90; #给定时间内后端服务器必须响应，否则断开

proxy\_buffer\_size 4k; #proxy缓冲区大小

proxy\_buffers 4 32k; #缓冲区个数和大小

proxy\_busy\_buffers\_size 64k; #系统繁忙时buffer的临时大小，官方要求proxy\_buffer\_size\*2

proxy\_temp\_file\_write\_size 64k; #proxy临时文件的大小

}

}

系统内核参数优化 **vim /etc/sysctl.conf**

net.ipv4.tcp\_syncookies = 1

fs.file-max = 999999

net.ipv4.tcp\_max\_tw\_buckets = 6000

net.ipv4.tcp\_tw\_reuse = 1

net.ipv4.tcp\_tw\_recycle = 1

net.core.somaxconn=262114

net.core.netdev\_max\_backlog=262114

net.ipv4.tcp\_max\_syn\_backlog = 262114

net.ipv4.tcp\_max\_orphans=262114

net.ipv4.tcp\_synack\_retries=1

net.ipv4.tcp\_syn\_retries=1

net.ipv4.tcp\_keepalive\_time = 600

net.ipv4.tcp\_fin\_timeout = 30

net.ipv4.ip\_local\_port\_range = 1024 65000

net.ipv4.tcp\_rmem = 10240 87380 12582912

net.ipv4.tcp\_wmem = 10240 87380 12582912

net.core.netdev\_max\_backlog = 8096

net.core.rmem\_default = 6291456

net.core.wmem\_default = 6291456

net.core.rmem\_max = 12582912

net.core.wmem\_max = 12582912

参数详解

net.ipv4.tcp\_syncookies = 1：选项用于设置开启SYN cookies，当出现SYN等待队列溢出时，启用cookies进行处理;

fs.file-max = 999999：这个参数表示进程（比如一个worker进程）可以同时打开的最大句柄数，这个参数直线限制最大并发连接数，需根据实际情况配置;

net.ipv4.tcp\_max\_tw\_buckets =6000：这个参数用来设定timewait数量，如果超过这个数字，TIME\_WAIT套接字将立刻被清除并打印警告信息。该参数默认为180 000，过多的TIME\_WAIT套接字会使Web服务器变慢;

net.ipv4.tcp\_tw\_recycle=1：这个参数用于设置启用timewait快速回收;

net.ipv4.tcp\_tw\_reuse = 1：这个参数设置为1，表示允许将TIME-WAIT状态的socket重新用于新的TCP连接，这对于服务器来说很有意义，因为服务器上总会有大量TIME-WAIT状态的连接;

net.core.somaxconn=262114 ：选项默认值是128，这个参数用于调节系统同时发起的TCP连接数，在高并发的请求中，默认的值可能会导致链接超时或者重传，因此需要结合高并发请求数来调节此值;

net.core.netdev\_max\_backlog=262114：该选项表示每个网络接口接收数据包的速率比内核处理这些包的速率快时，允许发送到队列数据包的最大数目;

net.ipv4.tcp\_max\_syn\_backlog =262114：这个参数表示TCP三次握手建立阶段接受SYN请求队列的最大长度，默认为1024，将其设置得大一些可以使出现Nginx繁忙来不及accept新连接的情况时，Linux不至于丢失客户端发起的连接请求;

net.ipv4.tcp\_max\_orphans=262114：选项用于设定系统中最多有多少个TCP套接字不被关联到任何一个用户文件句柄上。如果超过这个数字，孤立链接将立即被复位并输出警告信息。这个限制指示为了防止简单的DOS攻击，不用过分依靠这个限制甚至认为的减小这个值，更多的情况是增加这个值;

net.ipv4.tcp\_synack\_retries=1：内核放弃连接之前发送SYN+ACK包的数量;

net.ipv4.tcp\_syn\_retries=1：内核放弃连接之前发送SYN包的数量;

net.ipv4.tcp\_keepalive\_time = 600：这个参数表示当keepalive启用时，TCP发送keepalive消息的频度。默认是2小时，若将其设置的小一些，可以更快地清理无效的连接;

net.ipv4.tcp\_fin\_timeout = 30：这个参数表示当服务器主动关闭连接时，socket保持在FIN-WAIT-2状态的最大时间;

net.ipv4.ip\_local\_port\_range = 1024 61000：这个参数定义了在UDP和TCP连接中本地（不包括连接的远端）端口的取值范围;

net.ipv4.tcp\_rmem = 10240 87380 12582912：这个参数定义了TCP接受缓存（用于TCP接受滑动窗口）的最小值、默认值、最大值;

net.ipv4.tcp\_wmem = 10240 87380 12582912：这个参数定义了TCP发送缓存（用于TCP发送滑动窗口）的最小值、默认值、最大值;

net.core.netdev\_max\_backlog = 8096：当网卡接受数据包的速度大于内核处理的速度时，会有一个队列保存这些数据包。这个参数表示该队列的最大值;

net.core.rmem\_default = 6291456：这个参数表示内核套接字接受缓存区默认的大小;

net.core.wmem\_default = 6291456：这个参数表示内核套接字发送缓存区默认的大小;

net.core.rmem\_max = 12582912：这个参数表示内核套接字接受缓存区的最大大小;

net.core.wmem\_max = 12582912：这个参数表示内核套接字发送缓存区的最大大小;

net.ipv4.tcp\_syncookies = 1：该参数与性能无关，用于解决TCP的SYN攻击;

**注意：滑动窗口的大小与套接字缓存区会在一定程度上影响并发连接的数目。每个TCP连接都会为维护TCP滑动窗口而消耗内存，这个窗口会根据服务器的处理速度收缩或扩张。 参数net.core.wmem\_max = 12582912的设置，需要平衡物理内存的总大小、Nginx并发处理的最大连接数量而确定。当然，如果仅仅为了提供并发量使服务器不出现Out Of Memory问题而去降低滑动窗口大小，那么并不合适，因为滑动窗过小会影响大数据量的传输速度。net.core.rmem\_default = 6291456、net.core.wmem\_default = 6291456、 net.core.rmem\_max = 12582912和net.core.wmem\_max = 12582912这4个参数的设置需要根据我们的业务特性以及实际的硬件成本来综合考虑。 Nginx并发处理的最大连接量：由nginx.conf中的work\_processes和work\_connections参数决定。**

## 四、Tomcat性能调优

**1 .Tomcat内存优化**

　　Tomcat内存优化主要是对 tomcat 启动参数优化，我们可以在 tomcat 的启动脚本 catalina.sh 中设置 java\_OPTS 参数。

　　JAVA\_OPTS参数说明

　　-server 启用jdk 的 server 版；

　　-Xms java虚拟机初始化时的最小内存；

　　-Xmx java虚拟机可使用的最大内存；

　　-XX: PermSize 内存永久保留区域

　　-XX:MaxPermSize 内存最大永久保留区域

　　服务器参数配置

　　现公司服务器内存一般都可以加到最大2G ，所以可以采取以下配置：

**JAVA\_OPTS=’-Xms1024m -Xmx2048m -XX: PermSize=256M -XX:MaxNewSize=256m -XX:MaxPermSize=256m’**

**2 Tomcat并发优化**

　　1.Tomcat连接相关参数

　　在Tomcat 配置文件 server.xml 中的

　　<Connector port="9027"

　　protocol="HTTP/1.1"

　　maxHttpHeaderSize="8192"

　　minProcessors="100"

　　maxProcessors="1000"

　　acceptCount="1000"

　　redirectPort="8443"

　　disableUploadTimeout="true"/>

　　2.调整连接器connector的并发处理能力

　　1>参数说明

　　maxThreads 客户请求最大线程数

　　minSpareThreads Tomcat初始化时创建的 socket 线程数

　　maxSpareThreads Tomcat连接器的最大空闲 socket 线程数

　　enableLookups 若设为true, 则支持域名解析，可把 ip 地址解析为主机名

　　redirectPort 在需要基于安全通道的场合，把客户请求转发到基于SSL 的 redirectPort 端口

　　acceptAccount 监听端口队列最大数，满了之后客户请求会被拒绝（不能小于maxSpareThreads ）

　　connectionTimeout 连接超时

　　minProcessors 服务器创建时的最小处理线程数

　　maxProcessors 服务器同时最大处理线程数

　　URIEncoding URL统一编码

　　2>Tomcat中的配置示例

　　<Connector port="9027"

　　protocol="HTTP/1.1"

　　maxHttpHeaderSize="8192"

　　maxThreads="1000"

　　minSpareThreads="100"

　　maxSpareThreads="1000"

　　minProcessors="100"

　　maxProcessors="1000"

　　enableLookups="false"

　　URIEncoding="utf-8"

　　acceptCount="1000"

　　redirectPort="8443"

　　disableUploadTimeout="true"/>

**3 Tomcat缓存优化**

　　1>参数说明

　　c ompression 打开压缩功能

　　compressionMinSize 启用压缩的输出内容大小，这里面默认为2KB

　　compressableMimeType 压缩类型

　　connectionTimeout 定义建立客户连接超时的时间. 如果为 -1, 表示不限制建立客户连接的时间

　　2>Tomcat中的配置示例

　　<Connector port="9027"

　　protocol="HTTP/1.1"

　　maxHttpHeaderSize="8192"

　　maxThreads="1000"

　　minSpareThreads="100"

　　maxSpareThreads="1000"

　　minProcessors="100"

　　maxProcessors="1000"

　　enableLookups="false"

　　compression="on"

　　compressionMinSize="2048"

　　compressableMimeType="text/html,text/xml,text/javascript,text/css,text/plain"

　　connectionTimeout="20000"

　　URIEncoding="utf-8"

　　acceptCount="1000"

　　redirectPort="8443"

　　disableUploadTimeout="true"/>

**4 调优实战**

　　1>旧有的配置

　　<Connector port="9027"

　　protocol="HTTP/1.1"

　　maxHttpHeaderSize="8192"

　　maxThreads="1000"

　　minSpareThreads="25"

　　maxSpareThreads="75"

　　enableLookups="false"

　　compression="on"

　　compressionMinSize="2048"

　　compressableMimeType="text/html,text/xml,text/javascript,text/css,text/plain"

　　connectionTimeout="20000"

　　URIEncoding="utf-8"

　　acceptCount="200"

　　redirectPort="8443"

　　disableUploadTimeout="true" />

　　2>**发现在访问量达到3 百万多的时候出现性能瓶颈。**

更改后的配置

　　<Connector port="9027"

　　protocol="HTTP/1.1"

　　maxHttpHeaderSize="8192"

　　maxThreads="1000"

　　minSpareThreads="100"

　　maxSpareThreads="1000"

　　minProcessors="100"

　　maxProcessors="1000"

　　enableLookups="false"

　　compression="on"

　　compressionMinSize="2048"

　　compressableMimeType="text/html,text/xml,text/javascript,text/css,text/plain"

　　connectionTimeout="20000"

　　URIEncoding="utf-8"

　　acceptCount="1000"

　　redirectPort="8443"

　　disableUploadTimeout="true"/>

## 五、应用系统架构优化

**1 网站前端的优化**

**1 建立web 集群**

反向代理服务器工作在HTTP层，类似代理服务器，与普通的代理服务器不同的是，服务器在代理的后端，而不是客户端在代理的后端，可以考虑使用 eginx做反向代理服务器实现 web 服务器的负载均衡。

**2 Css放到head 之间，js放到页面的最下面。**

因为页面的加载是从上往下的顺序执行的，js文件在加载的时候会阻塞页面的执行，所以放到页面最下面可以先看到页面的内容，再去加载相应的js文件。

**3 Css和js文件要合并和压缩。**

因为浏览器的连接数是有限的，如果css 和 js 文件过多会导致浏览器的延迟等待。

**4 使用独立的图片服务器和网站域名。**

可以提高网站的并发能力。

**5 网站的频道用独立的二级域名。**

多个小图标可以考虑放到一个大图片上，然后用css 定位取到相应的内容

**6 CDN 内容分发**

对于像js，css，image, html 等静态内容可以做内容分发，可以把用户定位到最近的服务器上面。

**7 减小cookie 的大小**

因为页面每一个的回传都会把cookie文件提交过去，如果cookie 过大会浪费过多的网络资源。

**8 网站动静文件分离**

把静态文件放到一个独立的服务器上，可以考虑用eginx web服务器，eginx 静态文件的处理速度非常快，不是iis 所能比的。

**9 页面内容进行压缩**

页面内容要进行压缩，较少网络传输的压力，可以考虑用Gzip压缩。

**10 对页面进行缓存**

因内容而异，如果是不经常改变的内容，设置缓存的时间要长一些，从而减少服务器的压力。

**11 不要使用iframe 控件**

iframe 会阻碍页面的执行，最好不要使用，况且也不利于搜索引擎的收录。

**12 页面的html标签不要放到一个大标签里面**

因为一个标签在结束之前是不会呈现内容的，如果都把页面的内容都到一个表格中，只有到</table> 表格中的内容才会显示出来。

**2 后台的优化**

**1 使用缓存**

建立多级别的缓存策略，可以考虑先单机缓存，然后再考虑分布式缓存。分布式缓存可以考虑使用 memcached 或者 redis，redis 提供了更多的存储类型，并支持数据写入磁盘的功能。

**2 网站考虑使用消息队列**

消息队列可以对系统进行解耦，并可提高系统的处理能力，减少数据库的压力。如果是微软路线可以考虑用MSMQ。

**3 业务处理层不要使用单例模式**

因为单例模式的话，会阻碍多线程和多核系统的处理，降低系统的吞吐量和处理能力。

**4 Stringbulder 代替 string**

如果字符串内容多的话，考虑使用Stringbulder 增加字符串的处理能力。

**3 数据库的优化**

**1 数据库读写分离**

这种方式是指利用数据库的复制或镜像功能，同时在多台数据库上保存相同的数据，并且将读操作和写操作分开，写操作集中在一台主数据库上，读操作集中在多台 从数据库上，对于读取比写更多的站点适合使用这种方式。

**2 使用分区表**

表进行分区后，逻辑上表仍然是一张完整的表，只是将表中的数据在物理上存放到多个表空间(物理文件上)，这样查询数据时，不至于每次都扫描整张表。提高数据库的查询性能。

**3 分库分表**

划分不同的业务模块放到不同的数据库上，如 订单库、会员库、商品库等。

**4 建立合适的索引**

在经常查询或分组的列上，建立相应的索引来提高查询性能。

## 六、去中心化调优

**1 去中心化”是一种现象或结构**

其只能出现在拥有众多用户或众多节点的系统中，每个用户都可连接并影响其他节点。**通俗地讲，就是每个人都是中心，每个人都可以连接并影响其他节点，这种扁平化、开源化、平等化的现象或结构，称之为“去中心化”。**

同时“去中心化”是区块链的典型特征之一，其使用分布式储存与算力，整个网络节点的权利与义务相同，系统中数据本质为全网节点共同维护，从而区块链不再依靠于中央处理节点，实现数据的分布式存储、记录与更新。而每个区块链都遵循统一规则，该规则基于密码算法而不是信用证书，且数据更新过程都需用户批准，由此奠定区块链不需要中介与信任机构背书。

**2 去中心化的特点**

去中心化首先体现在多样化上，在网络世界不再是有几个门户网站说了算，各种各样的网站开始有了自己的声音，表达不同的选择，不同的爱好，这些网站分布在网络世界的各个角落里张扬着个性。去中心化其次体现在人的中心化上，去内容中心化成为趋势，人成为决定网站生存的关键力量。以缺乏互动的个别人建站变成了以圈子的形式来聚合人才贡献自己的智慧，这是一个巨大的变革。即用户为本，人性化。

**3 去中心化的内容**

去中心化是互联网发展过程中形成的社会化关系形态和内容产生形态，是相对于“中心化”而言的新型网络内容生产过程。相对于早期的互联网（Web1.0）时代，**今天的网络（Web2.0）内容不再是由专业网站或特定人群所产生，而是由全体网民共同参与、权级平等的共同创造的结果。**任何人，都可以在网络上表达自己的观点或创造原创的内容，共同生产信息。随着网络服务形态的多元化，去中心化网络模型越来越清晰，也越来越成为可能。Web2.0兴起后，Wikipedia、Flickr、Blogger等网络服务商所提供的服务都是去中心化的，任何参与者，均可提交内容，网民共同进行内容协同创作或贡献。之后随着更多简单易用的去中心化网络服务的出现，Web2.0的特点越发明显，例如Twitter、Facebook等更加适合普通网民的服务的诞生，使得为互联网生产或贡献内容更加简便、更加多元化，从而提升了网民参与贡献的积极性、降低了生产内容的门槛。最终使得每一个网民均成为了一个微小且独立的信息提供商，使得互联网更加扁平、内容生产更加多元化。