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**Objectius i plantejament del Treball**

L'avenç dels sistemes d'intel·ligència artificial ha portat a una millora significativa en la manera com els models generen i recuperen informació. Els Large Language Models (LLMs), com GPT-4 o BERT, utilitzen embeddings per representar el llenguatge en un espai matemàtic i, d’aquesta manera, capturar relacions semàntiques entre paraules i frases. Tot i això, els embeddings genèrics no sempre són la millor opció per a aplicacions específiques.

Aquest treball té com a objectiu analitzar el procés de selecció d’informació en sistemes d’IA, centrant-se en l’impacte dels embeddings en la qualitat de les respostes. En concret, s'explorarà el comportament d’un model d’embeddings entrenat en un corpus documental d’un domini específic i es compararà amb un model genèric per determinar si la personalització millora la recuperació d’informació en aquest context. Per fer-ho, s’utilitzaran tècniques com el fine-tuning i el contrastive learning per ajustar el model a les dades específiques del domini.

Els aspectes principals que es tractaran inclouen:

* Revisió dels fonaments teòrics dels embeddings, transformers i mecanismes d’atenció (*attention mechanisms*).
* Construcció, preprocessament o importació d’un corpus documental específic.
* Entrenament i *fine-tuning* d’un model d’embeddings en aquest corpus.
* Comparació entre el model ajustat i un model genèric mitjançant mètriques d’avaluació adequades.
* Anàlisi de resultats i discussió sobre les millores o limitacions observades.

A més, es s’utilitzaran eines com Hugging Face i Nomic AI, que permeten experimentar amb models d’embeddings de manera eficient. Els experiments realitzats permetran obtenir conclusions sobre la capacitat dels embeddings especialitzats per millorar la selecció d’informació en sistemes basats en IA, optimitzant-ne la precisió i rellevància en aplicacions concretes.
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