一种以完全的数据驱动的工作流设计

当前商业化的流程控制设计，一般是，将服务组合进行设计，形成协议文件资源，比如BPMN2.0、DMN等标准协议文件，通过流程引擎解析当前的流程设计文件，启动流程，控制流程的跳转，由引擎来托管整个流程的流转，并负责持久化流程状态，外部应用通过流程引擎API完成与流程的通信和控制。

流程节点的执行由流程引擎进行控制和通知。

基于MQ消息流驱动的工作流设计，相对更轻量，也只是为了解决特定领域的问题，一定程度上来说，不是以业界流程设计标准协议来驱动的。

主要的区别是，所有的流程节点都抽象为服务，相比BPMN2.0标准协议，它没有Gateway网关、Timer定时器等标准的控件。

1、所有的节点都是服务；

2、工作流以服务组合，并以一定的协议设计的形式来描述，；

3、每个服务通过订阅自己感兴趣的topic来进行服务，完成工作之后将自己的工作状态写进消息里，然后投递给消息broker topic router，router完成路由解析之后投递给broker；

4、broker完成状态的解析和产生新的消息，然后通过将消息投递给service topic router，router通过service topic集群的消息投递到对应的topic，有对应的topic服务器完成消费，再回到流程3，继续循环。

5、broker使用parser解析状态，如果发现协议描述工作流已经完成和所有的消息都工作完成，此时将不再将消息投递给router，直接将消息投递给terminal节点，完成所有的工作流。
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**FlowProtocol协议设计要点**

1、工作流id，以区分唯一的工作流实例；

2、当前工作流的完整描述（以某种组合的形式，或以二进制格式描述）；

3、工作流启动时间，完成时间，以BI后续挖掘使用；

4、当前工作流完成的每个服务节点的情况；

5、每个服务节点开始时间，完成时间；

6、每个节点输入、输出数据的资源描述（可以放在消息本身，也可以抽象为一个资源地址，比如一个restful资源地址，一个id，一个redis的key等等）；

7、服务节点之间的数据依赖，global域，scope域（参考activiti变量设计，以key-val形式来设置，读取）

8、提供每个服务节点的服务重试次数配置，支持某些服务可能需要重试的场景；

其他要点：

**Exception Node**

从运维和系统可用性的角度考虑，引入Exception Node的概念，将一些异常的流程（比如超过重试次数，数据依赖不正确等），统一由Exception Node来处理，落地，监控，报警，数据修复，重启等等。

**Validation**

工作流描述协议的验证

**Status Persistent and Query**

考虑到流程状态的查询是高频的使用场景，在Start Node，Terminal Node，Exception Node这些处理节点中，需要落地至数据库和NoSQL(如redis)，不同于一般的工作流引擎的设计思路，因为工作流协议信息本身就包含整个工作流状态，因此可以考虑异步落地数据库和缓存，提升性能。所有过来查询状态的请求，先从redis查询，找不到则从数据库拉取，再查不到，则报异常。

**Service Nodes & Broker Nodes & XX Router Load Balance**

统一以接口的形式设计:

Service接口(考虑同步异步的接口设计，AsyncService，参考Executer接口的设计)

Broker接口

Router Load Balance Policy接口设计(路由策略由外部注入，可以是Ribbon或任何的提供软件负载策略的设计)