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**摘要**：近年来，随着O2O的迅速发展，外卖领域产生了大量的文本评论。在大数据时代，这些包含用户主观情感倾向的文本蕴含着大量有用的信息，人工分析文本的情感倾向效率极低，所以，利用计算机对文本进行情感分析具有巨大的应用价值。本文针对外卖领域的文本评论，对情感极性分析的常用方法进行了系统研究。本文首先分析了基于k-近邻、朴素贝叶斯、最大熵模型、支持向量机的情感极性分析算法，发现基于最大熵模型和支持向量机的算法准确率最高。接着，本文在观察各个分类器分类结果的基础上，发现单个分类器都有各自的缺点，于是本文尝试将多个分类器组合起来以期克服其缺点。本文探究了多分类器组合的两种方式和组合后的两种决策策略，在标准康奈尔影评数据集上，最好的组合策略能将准确率提升6.5%。另外，在本文构建的外卖数据集上，该方法同样有效。
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# 1 引言

近年来，随着O2O的迅速发展，外卖领域产生了大量的文本评论。在大数据时代，这些包含用户主观情感倾向的文本蕴含着大量有用的信息，然而人工分析文本的情感倾向效率极低，所以，利用计算机对文本进行情感分析具有巨大的应用价值。

情感分析在粒度上可以有三种划分：词语粒度、句子粒度和篇章粒度。[[1]](#endnote-1)而每种粒度下，又有其相应的几个子任务。[[2]](#endnote-2)

1）、篇章粒度。篇章粒度上的情感分析主要考虑整个篇章的情感极性。Lee et al. 将传统机器学习方法应用于电影评论的情感分析，最后得到从篇章中提取出unigrams后SVM的分类效果最好。[[3]](#endnote-3)这三种机器学习方法都是有监督的方法。而Peter D. Turney提出了一种无监督的方法进行篇章情感极性的自动分类。[[4]](#endnote-4)篇章粒度有几个子任务，都有相应的研究尝试解决。比如，主客观分类[[5]](#endnote-5)、观点有效性检测[[6]](#endnote-6)、垃圾观点侦测[[7]](#endnote-7)。

2）、句子粒度。句子粒度的情感分析首先是判断句子是否主观或客观，然后将主观语句进行极性分类。Weibe et al. 提出主观性分析在句子中的有效性及其在自然语言处理的应用。[[8]](#endnote-8)熊德兰等人提出了基于HowNet的语义距离和语法距离相结合的句子褒贬倾向性计算方法利用夹角余弦法对语义倾向进行了改进。[[9]](#endnote-9)句子粒度的子任务有：观点检索[[10]](#endnote-10)、观点问答[[11]](#endnote-11)、观点摘要[[12]](#endnote-12)。

3）、词语粒度。词语粒度的情感分析主要是提取出评价对象，评价观点，实体，属性，特征及其情感倾向。[[13]](#endnote-13)[[14]](#endnote-14)[[15]](#endnote-15)

本文的工作是尝试对外卖领域的文本，进行句子粒度的情感分析，归纳总结基于机器学习的有监督的情感极性分析方法。最后提出多种分类器并联+串联的混合融合策略，使用置信平均决策或投票决策，来决定句子的情感极性。结果发现，准确率有极大提升。

本文内容组织如下：第二部分是情感分析的预处理技术，第三部分是基于情感词典的情感极性分析方法，第四部分是基于机器学习（k-近邻算法、朴素贝叶斯、最大熵模型、支持向量机）的情感分析方法，第五部分是本文提出的多分类器融合的情感分析方法。

# 2 基于机器学习的情感分析

## 2.1 k-近邻算法

k-近邻算法简单直观。给定一个训练数据集，对新的输入实例，在训练数据集中找到与该实例最近邻的k个案例，这k个案例的多数属于某个类，就把该输入实例分为这个类。[[16]](#endnote-16)

基于K-近邻算法的情感分析的一般步骤为：

1. 计算已知类别的数据集中的每个句子与当前句子之间的距离；
2. 按照距离递增次序进行排序；
3. 选取与当前句子距离最小的k个句子；
4. 确定这k个句子所在类别的出现频率；
5. 返回前k个句子出现频率最高的类别作为当前点的预测分类。

## 2.2 朴素贝叶斯

假设句子X包含词汇（a1, a2, …… , am）。Y为情感极性类别的集合（y1, y2）。则X的情感极性为.由贝叶斯公式

是相同的，可直接忽略。所以，只需要找到使得最大的。

朴素贝叶斯（Naïve Bayes）被称为naïve是因为假设各个词之间是相互独立的，于是：

Naïve Bayes的条件独立假设看上去很傻很天真，但结果却很强大。因为有些独立假设在各个分类之间的分布都是均匀的，所以对于似然的相对大小不产生影响；即便不是如此，也有很大的可能性各个独立假设所产生的消极影响或积极影响互相抵消，最终导致结果受到的影响不大。[[17]](#endnote-17)

## 2.3 最大熵

最大熵原理指出，当我们需要对一个随机事件的概率分布进行预测时，我们的预测应当满足全部已知的条件，而对未知的情况不要做任何主观假设。在这种情况下，概率分布最均匀，预测的风险最小。因为这时概率分布的信息熵最大，所以人们称这种模型叫"最大熵模型"。以下分别介绍了从数学上如何1）、满足全部已知条件，2）、对未知条件尽可能均匀。

### 2.3.1 满足所有已知条件

我们假设p为最大熵模型的学习后的所有条件概率，为p中的一个元素。训练集内包含大量的样本，。我们定义为样本出现的概率。从训练集中我们可以得到很多有用的特征，我们定义一个特征函数：

特征函数在满足成为一个特征时取值1，否则取值0。则特征函数的经验概率为：

在最大熵模型中，特征函数的期望概率为：

最大熵模型的训练，就是满足这样一个约束条件——模型的期望概率与训练集中得到的经验概率相等：

所有这样的约束组成一个集合C。

### 2.3.2 对未知条件尽可能均匀

现在，最大熵模型已经满足了所有约束条件了。那对于未知条件，我们要尽可能均匀（uniform）。那怎样才能达到“尽可能均匀”呢？一个衡量均匀分布的数学度量为熵：

当熵最大时，则对位置条件就尽可能均匀了。

最大熵模型的训练，就是要找到一个模型，并且具有最大熵。即，

## 2.4 支持向量机

支持向量机的基本思想是：求解能够正确划分训练数据集并且几何间隔最大的分离超平面。对于线性可分的训练数据集，线性可分离超平面有无穷多个（等价于感知机），但是几何间隔最大的分离超平面却只有一个。间隔最大的直观解释是：对训练集找到几何间隔最大的超平面意味着以充分大的确信度对训练数据集进行分类。19以下分别介绍了从数学上如何1）、划分数据集，2）、最大化间隔。

### 2.4.1 划分数据集

一个线性分类器的学习目标就是要在n维的数据空间中找到一个分类超平面，其方程可以表示为：

于是，我们得到一个分类函数：

为了便于计算距离，我们将分类标签设为1和-1。

### 2.4.2 最大化间隔

这个分类超平面要满足这样的条件：找到离分割超平面最近的点，确保它们离分割超平面的距离尽可能远。[[18]](#endnote-18)

令d为离分割超平面最近的点X到分类超平面的距离：

d小于0表示点在超平面负侧，标签；d大于0表示点在超平面正侧，标签。而我们需要不是d，而是d的绝对值，因此乘上对应的类别*y*得：

我们的目标便是：。方便推导和优化的目的，我们可以令最近的那些点的。于是上述目标函数转化为：

这个问题等价于：

## 2.5 实验结果

对于外卖领域的文本评论，本文采用正负各3500条作为训练数据，正负各1000条作为测试数据，特征数为4000。其中基于支持向量机的情感分析方法利用了Python机器学习包scikit-learn中的SVC。最终实验数据统计如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| K-NN（k=1） | **99.84** | 60.8 | 75.57 | 71.82 | **99.9** | 83.56 | 80.35 |
| K-NN（k=3） | 93.02 | 58.6 | 71.9 | 69.78 | 95.6 | 80.68 | 77.1 |
| Bayes | 91.11 | 69.7 | 78.98 | 75.47 | 93.2 | 83.4 | 81.45 |
| MaxEnt | 91.91 | 80.7 | 85.94 | 82.80 | 92.9 | 87.56 | **86.8** |
| SVM | 91.92 | **81.9** | **86.62** | **83.68** | 92.8 | **88.0** | **87.35** |

对于标准的康奈尔影评数据集，本文采用正负各前500篇作为训练数据，正负各200篇作为测试数据，特征数为4000。其中基于支持向量机的情感分析方法利用了Python机器学习包scikit-learn中的SVC。实验数据统计如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| k-NN（k=1） | **100** | 65.5 | 79.15 | 74.35 | **100** | 85.29 | 82.75 |
| k-NN（k=3） | 77.17 | 71 | 73.96 | 73.15 | 79 | 75.96 | 75 |
| Bayes | 99.24 | 65 | 78.55 | 73.98 | 99.5 | 84.86 | 82.25 |
| MaxEnt | 90.5 | **82** | **86.09** | **83.56** | 91.5 | 87.35 | **86.75** |
| SVM | 99.34 | 75.5 | 85.80 | 80.24 | 99.5 | **88.84** | **87.5** |

# 3 多分类器融合的情感分析

## 3.1 实验观察

整体上看，最大熵、SVM的准确率最高。而为了更直观、详细地观察到每一个分类器对每一个测试数据的分类结果，本文做了如下统计工作：

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 数据2 | 数据11 | 数据202 | 数据488 | 数据506 | 数据510 | 数据1019 | 数据1022 | 数据1029 | 数据1099 | 数据1113 | 数据1203 |
| Origin | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| K-NN | 1 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Bayes | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| MaxEnt | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 0 | 1 | 1 | 0 |
| SVM | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | **1** |

本文选取了部分外卖数据的分类结果用于展示。“Origin”一行表示测试数据原始标签，“k-NN”一行表示基于K-近邻算法的情感分析结果，“Bayes”、“MaxEnt”、“SVM”三行如是。可以发现，对于第2、1029条数据，Bayes分类错误，但另外三个分类器分类正确；对于第202、1230条数据，SVM分类错误，另外三个分类器分类正确；对于第1022条数据，最大熵分类错误，但是其他三个分类器又分类正确。于是，本文提出多分类器并联组合的投票决策策略。哪个分类票数多，则结果就属于那个分类。

## 3.2 并联组合：投票决策

但投票决策可能会出现一些问题，如第11、488条数据等，正负分类结果各有两个分类器，投票将得不出结果。因此，应该选用奇数个分类器用于投票决策。最大熵和SVM性能最好，入围理所当然。在Bayes和K-NN中，K-NN内存占用大，计算复杂度高，空间复杂度也高，所以，本文淘汰k-NN，选用Bayes+最大熵+SVM进行并联组合。其并联组合流程为：

输入数据

特征提取

投票决策

最终结果

BayesClassifier

MaxEntClassifier

SVMClassifier

若Ci为分类为i的分类器个数，则多分类器并联组合的投票决策策略下的情感分类为：

.

对于外卖领域的文本评论，本文采用正负各3500条作为训练数据，正负各1000条作为测试数据，特征数为4000。最后实验数据如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| **Fusion1** | **92.54** | 80.6 | 86.16 | 82.82 | **93.5** | 87.83 | 87.05 |
| Bayes | 91.11 | 69.7 | 78.98 | 75.47 | 93.2 | 83.4 | 81.45 |
| MaxEnt | 91.91 | 80.7 | 85.94 | 82.80 | 92.9 | 87.56 | 86.8 |
| SVM | 91.92 | **81.9** | **86.62** | **83.68** | 92.8 | **88.0** | **87.35** |

对于标准的康奈尔影评数据集，本文采用正负各前500篇作为训练数据，正负各200篇作为测试数据，特征数为4000。最后实验结果如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| **Fusion1** | **99.39** | 81 | **89.26** | **83.97** | **99.5** | **91.08** | **90.25** |
| Bayes | 99.24 | 65 | 78.55 | 73.98 | **99.5** | 84.86 | 82.25 |
| MaxEnt | 90.5 | **82** | 86.09 | 83.56 | 91.5 | 87.35 | 86.75 |
| SVM | 99.34 | 75.5 | 85.80 | 80.24 | **99.5** | 88.84 | 87.5 |

多分类器并联组合的投票决策在外卖数据集上无效，而在康奈尔影评数据集上性能却提升显著。要寻找原因，只能重新回到细节微观上看每个分类器对每个数据的分类效果及投票决策效果。以下是外卖数据集上摘取的部分分类结果：

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 数据2 | 数据9 | 数据32 | 数据39 | 数据53 | 数据417 | 数据583 | 数据598 |
| Origin | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Bayes | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| MaxEnt | 1 | 0 | 1 | 1 | 0 | 1 | 0 | 1 |
| SVM | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| **Fusion1** | **1** | **0** | **1** | **0** | **0** | **0** | **0** | **1** |

可以看出，对于第2、32、598条数据而言，“3局2胜”的投票决策的结果是正确的，而对于第39、53、417、583条数据，“3局2胜”的投票决策的结果却是错误的。于是，本文做了一些反思。

首先，现实生活中的确有很多投票决策的实例，但是，投票决策是建立在投的每一票都是等价、公平的基础之上的。若每个分类器对于正负分类的投票质量都是一致，则少数服从多数理所当然，但是实际情况是，每个分类器判断一个句子为“正”或“负”时，准确率是不同的，甚至是有显著差异。如，由上述外卖语料的实验结果可得，SVM投“正”票时，其准确率为91.92%，而投“负”票时，准确率却只有83.68%。于是，本文尝试提出多分类器并联组合的置信平均策略。

## 3.3 并联组合：置信平均

本文尝试用引入置信度C 的概念。置信度Ci-j表示分类器j对于输入数据分类为i的置信度。对于外卖语料而言，三种分类器中，最大熵判断一条语句为正向时，其正确的可能性为91.91%，所以其正向置信度C为0.9191；判断一条语句为负向时，其正确为可能性为82.80%，所以负向置信度C为0.828。SVM判断一条语句为正向时，其正确的可能性为91.92%，所以其正向置信度C为0.9154；判断为负向时，其正确的可能性为83.68%，所以其负向置信度C为0.8368。贝叶斯分类器也如是。另外，令Ni表示分类为i的分类器数目。其中i取0和1。则，多分类器并联融合下的情感分类为：

对于外卖领域的文本评论的实验数据如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion2 | 89.03 | **87.7** | **88.36** | **87.88** | 89.2 | **88.54** | **88.45** |
| Fusion1 | **92.54** | 80.6 | 86.16 | 82.82 | **93.5** | 87.83 | 87.05 |
| Bayes | 91.11 | 69.7 | 78.98 | 75.47 | 93.2 | 83.4 | 81.45 |
| MaxEnt | 91.91 | 80.7 | 85.94 | 82.80 | 92.9 | 87.56 | 86.8 |
| SVM | 91.92 | 81.9 | 86.62 | 83.68 | 92.8 | 88.0 | **87.35** |

对于标准的康奈尔影评数据集的实验结果如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion2 | 91.22 | **93.5** | **92.35** | **93.33** | 91 | **92.15** | **92.25** |
| Fusion1 | **99.39** | 81 | 89.26 | 83.97 | **99.5** | 91.08 | 90.25 |

实验结果表明，此方法有效。但为了进一步弄清其工作原理，我们需要再次在微观细节上观察每个分类器对每个数据的分类效果及投票决策效果。以下是外卖数据集上摘取的部分分类结果：

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 数据2 | 数据32 | 数据39 | 数据53 | 数据417 | 数据583 | 数据1029 | 数据1037 | 数据1054 | 数据1456 |
| Origin | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| Bayes | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| MaxEnt | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| SVM | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| **Fusion1** | **1** | **1** | **0** | **0** | **0** | **0** | **0** | **1** | **0** | **0** |
| **Fusion2** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** |

可以看出，并联组合投票决策下判断正确的第2、32条数据，在并联组合置信平均策略下也判断正确；而对于并联组合投票决策下判断错误的第39、53、417、583条数据，即便3票内有2票投票错误，并联组合置信平均策略也可以判断出其正确类别。但是，对于数据1029、1037、1054、1456，原本 “3局2胜”投票策略分类正确，然而在并联组合置信平均策略下，却判断错误。进一步反思，可以发现，其实每个分类器的正向置信度都高于负向置信度，所以，3个分类器中只要有1个分类器投票为“正”，则整个语句分类结果必为正向。也就是说，置信平均会抛弃投票决策的优势，而不是改进投票决策。那么，怎样才能兼得置信平均与投票决策各自的优势呢？于是，本文尝试引入多分类器并联组合下的置信平均+投票策略。

## 3.4 串并联组合：投票决策

由5.3节的分析可得，置信平均策略无法正确分类的数据大部分都是负向评论，因为每个分类器的正向置信度都高于负向置信度，一个正向评论只要3个分类器中有1个分类器投票为“正”，则整个语句分类就可投票正确，分类为正向。则，我们的关注点落在负向分类。若我们能得到一个高负向准确率的分类器，则可以先用此分类器进行投票，若此分类器投票为负向，则直接判断该语句为负向；若此分类器投票为正向，则利用8.3节多分类器并联组合下的置信平均策略进行分类。也就是，将高负向准确率的分类器与并联组合置信平均分类器进行串联组合，即串并联组合下执行置信平均策略。

然而，本文所有分类器都不具备高负向准确率，却有一个k-NN分类器具备接近100%的高正向准确率。但是一个高正向准确率的分类器与置信平均策略的作用其实是相同的，而不是互补。置信平均策略的本质，是在“2票负向1票正向”的投票情况下，将错误的负向投票决策结果，利用置信度，更正为正向投票结果；然而，若数据原本分类的确是负向，则置信投票决策就错误校正了正确的“3局2胜”投票策略的分类结果。

因此，为了充分利用高正向准确率分类器，本文尝试将正向判断良好工作的高正向准确率的分类器与负向判断能良好工作的并联组合投票决策进行串联，优势互补。于是，此种多分类器混合组合策略流程如下：

输入数据

特征提取

投票决策

最终结果

KNNClassifier

BayesClassifier

MaxEntClassifier

SVMClassifier

判断负向

判断正向

对于外卖领域的文本评论，最后实验数据如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion4 | 92.65 | 84.5 | **88.39** | 85.75 | 93.3 | **89.37** | **88.9** |
| Fusion3 | **92.77** | 82.1 | 87.11 | 83.95 | **93.6** | 88.5 | 87.85 |
| Fusion2 | 89.03 | **87.7** | 88.36 | **87.88** | 89.2 | 88.54 | 88.45 |
| Fusion1 | 92.54 | 80.6 | 86.16 | 82.82 | 93.5 | 87.83 | 87.05 |

对于标准的康奈尔影评数据集，最后实验结果如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion4 | **99.44** | 88.5 | **93.65** | 89.64 | **99.5** | **94.31** | **94** |
| Fusion3 | 99.42 | 85.5 | 91.94 | 87.28 | **99.5** | 92.99 | 92.5 |
| Fusion2 | 91.22 | **93.5** | 92.35 | **93.33** | 91 | 92.15 | 92.25 |
| Fusion1 | 99.39 | 81 | 89.26 | 83.97 | **99.5** | 91.08 | 90.25 |

实验结果表明，此方法有效，性能提升显著。但为了弄清此方法是否是在保证并联组合的分类效果的基础上提升了分类精度，我们还需要再次在微观细节上观察每个分类器对每个数据的分类效果及投票决策效果。以下是5.3节摘取的同样的外卖数据的分类结果，并添加上k-NN的分类结果，汇总如下：

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | 数据2 | 数据32 | 数据39 | 数据53 | 数据417 | 数据583 | 数据1029 | 数据1037 | 数据1054 | 数据1456 |
| Origin | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| k-NN | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| Bayes | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 |
| MaxEnt | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 | 0 |
| SVM | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| **Fusion2** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** | **1** |
| **Fusion4** | **1** | **1** | **1** | **0** | **0** | **1** | **0** | **1** | **0** | **0** |

可以看出，并联组合置信平均策略下错误分类的第1029、1054、1456条数据，在串并联投票决策下被分类正确；在并联组合置信平均策略下正确分类的第2、32、39条数据，在串并联投票决策下也能被正确分类。然而，第53条数据却被错误分类，这也说明此种组合策略的局限性，丧失了5.3节置信平均策略的优势。

## 3.5 串并联组合：置信平均

k-NN分类器虽然具有高正向准确率，但是其正向召回率却很低，只有60.8%。也就是说，虽然k-NN判断为正向的结果都是正确的，但是接近40%本应该判断为正向的语句，却被判断为负向。由5.5节的分析可得，多分类器并联组合的置信平均策略也对正向评论具有良好的判断能力。因此，本文尝试将k-NN判断为负向的语句利用置信平均策略进行再次判断，以期弥补k-NN低正向召回率的缺陷。即串并联的置信平均策略，此种多分类器混合组合策略流程如下：

输入数据

特征提取

置信平均

最终结果

KNNClassifier

BayesClassifier

MaxEntClassifier

SVMClassifier

判断负向

判断正向

对于外卖领域的文本评论，最后实验数据如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion5 | 89.17 | **89.7** | **89.43** | **89.64** | 86.64 | **89.37** | **89.4** |
| Fusion4 | 92.65 | 84.5 | 88.39 | 85.75 | 93.3 | **89.37** | 88.9 |
| Fusion3 | **92.77** | 82.1 | 87.11 | 83.95 | **93.6** | 88.5 | 87.85 |
| Fusion2 | 89.03 | 87.7 | 88.36 | 87.88 | 89.2 | 88.54 | 88.45 |
| Fusion1 | 92.54 | 80.6 | 86.16 | 82.82 | 93.5 | 87.83 | 87.05 |

对于标准的康奈尔影评数据集，最后实验结果如下：

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| Method | Positive | | | Negative | | | total |
| P(%) | R(%) | F1(%) | P(%) | R(%) | F1(%) |
| Fusion5 | 91.47 | **96.5** | **93.92** | **96.30** | 91 | 93.57 | 93.75 |
| Fusion4 | **99.44** | 88.5 | 93.65 | 89.64 | **99.5** | **94.31** | **94** |
| Fusion3 | 99.42 | 85.5 | 91.94 | 87.28 | **99.5** | 92.99 | 92.5 |
| Fusion2 | 91.22 | 93.5 | 92.35 | 93.33 | 91 | 92.15 | 92.25 |
| Fusion1 | 99.39 | 81 | 89.26 | 83.97 | **99.5** | 91.08 | 90.25 |

实验结果表明，此种组合策略也是有效。只是随着实验数据的不同，其性能的提升效果不尽相同。

## 3.6 结论

本文从外卖数据分类结果的观察出发，得出不同分类器对同一数据有不同的分类效果，单个分类器都有各自的缺点，于是尝试将多个单分类器组合起来以期克服其缺点。最后发现，组合方式的不同、同一组合方式下数据的不同、同一组合方式下决策方式的不同，都对分类效果有影响。最佳的多分类器组合方式应该是将投票决策与置信平均决策两者的优势互补，找到或者构建一个高负向准确率的分类器，与并联组合方式进行串联。在决策时，首先进行负向投票决策，然后再进行正向的置信平均决策。本文最终提出的串并联投票决策和串并联置信平均策略，在康奈尔标准影评数据集上，都有良好表现，准确率比最好的单个分类器能提升6%以上。
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