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| 1. **EXPERIMENT BACKGROUND** | |
| Provide information about the problem/project such as the scope, the overall objective, expectations. Lay down the goal of this experiment and what are the insights, answers you want to gain or level of performance you are expecting to reach. | |
| **1.a. Business Objective** | Explain clearly what the goal of this project for the business is. How will the results be used? What will be the impact of accurate or incorrect results?  We are seeking insights from the information related to Engineering students across multiple colleges and their salaries in order to tailor curriculums to the market requirements and assist students in evaluating the Return on Investment of their educational expertise. On the other hands, the system also helps employers in negotiating fair compensations in the recruiting process. Accurate assessments can enhance job satisfaction and economic efficiency and in contrast, unreliable predictions might fool stakeholders and lead to wage inequities. |
| **1.b. Hypothesis** | Present the hypothesis you want to test, the question you want to answer or the insight you are seeking. Explain the reasons why you think it is worthwhile considering it.  The hypothesis that I’m bringing above is some attributes such as academic performance, college tier and certain personalities immensely affect the salary of engineering student. The performance of both Lasso and Ridge Regression are quite similar with slightly improvement from the Multivariate linear regression, but still haven’t exceled. This ElasticNet regression model will combine both L1 and L2 Regularization and offer lots of advantages of the model. |
| **1.c. Experiment Objective** | Detail what will be the expected outcome of the experiment. If possible, estimate the goal you are expecting. List the possible scenarios resulting from this experiment.  The experiment aims to evaluate the performance of ElasticNet Regression in terms of feature reduction and prediction accuracy enhancement. The goal is to derive a model that not only predicts salaries with lower RMSE but also sheds light on the most influential determinants of salary, providing clear insights for stakeholders. |

|  |  |
| --- | --- |
| 1. **EXPERIMENT DETAILS** | |
| Elaborate on the approach taken for this experiment. List the different steps/techniques used and explain the rationale for choosing them. | |
| **2.a. Data Preparation** | Describe the steps taken for preparing the data (if any). Explain the rationale why you had to perform these steps. Also list the steps you decided to not execute and the reasoning behind it. Highlight any step that may potentially be important for future experiments  - Handling Missing Values: There is no null value in the dataset, only ‘Zero’ value and ‘-1’ value that can be dealt by replacing with nan value and using back fill null value method. Depend on the proportion of missingness, we would consider drop the whole column from the dataset for the predictive model (‘civilengg‘ and ‘mechanicalengg’ columns)  - No encoded process needs to apply on the categorical data because of the lack of correlation between these features with the target out. |
| **2.b. Feature Engineering** | Describe the steps taken for generating features (if any). Explain the rationale why you had to perform these steps. Also list the feature you decided to remove and the reasoning behind it. Highlight any feature that may potentially be important for future experiments  - Feature Selection: We must choose the important features that are highly correlated with the output variable ‘salary’. After the Exploratory Data Analysis, the features that are significant and reliable for the models are ‘quant’, ‘logical’, ‘10percentage’, ‘english’, ‘12percentage’, ‘collegegpa’, ‘domain’, ‘collegetier’, ‘computerprogramming’, ‘agreeableness’, ‘Age’.  - Feature Creation: We have created ‘Age’ feature from ‘DOB’ and would be beneficial for the visualization part to see difference of salary between ages.  - The numerical features were normalized using MinMaxScaler to make sure that they were on the same scale for the models. No encoded process needs to apply on the categorical data because of the lack of correlation between these features with the target out.  The project provided 3 different datasets:   * Training Dataset: 2998 records * Validation Dataset: 599 records   Testing Dataset: 599 recordsa |
| **2.c. Modelling** | Describe the model(s) trained for this experiment and why you choose them. List the hyperparameter tuned and the values tested and also the rationale why you choose them. Also list the models you decided to not train and the reasoning behind it. Highlight any model or hyperparameter that may potentially be important for future experiments  The baseline model metrics were created by the mean of the output salaries and calculating the root mean squared error of the difference between sum of the mean and real target values.  RMSE value of baseline model performance on training set: 212295.77905147275  RMSE value of baseline model performance on validation set: 286019.14519087254  RMSE value of baseline model performance on test set: 169575.84318922673  The ElasticNet Regression Model implement L1 Regularization term and L2 Regularization advantages to the model which can offer flexibility and optimizing model by balancing feature reduction and shrinkage. Thus, I have done GridsearchCV with the model to see which ‘alpha’ is the best for the ElasticNet Model (The parameter l1\_ratio corresponds to ‘alpha’ in the regularization term while alpha corresponds to the lambda parameter in regularization term.)  Best parameters: {'alpha': 0.001, 'l1\_ratio': 0.4} |

|  |  |
| --- | --- |
| 1. **EXPERIMENT RESULTS** | |
| Analyze in detail the results achieved from this experiment from a technical and business perspective. Not only report performance metrics results but also any interpretation on model features, incorrect results, risks identified. | |
| **3.a. Technical Performance** | Score of the relevant performance metric(s). Provide analysis on the main underperforming cases/observations and potential root causes.  The performance of the model after training:  RMSE value of Elastic-Net regression model performance on testing set: 167821.70988653516  The ElasticNet model did not perform as well as expected, which could be due to the difficulty in balancing the L1 and L2 penalties in this particular context. This outcome underscores the importance of hyperparameter tuning and model selection based on validation performance, rather than assuming a more complex model will necessarily perform better. |
| **3.b. Business Impact** | Interpret the results of the experiments related to the business objective set earlier. Estimate the impacts of the incorrect results for the business (some results may have more impact compared to others)  Although the ElasticNet model's performance fell short of expectations, its regularization strategy may provide new light on the significance of features and how to optimize the model. To fully grasp its commercial implications, more refining and comparison with other models are required. |
| **3.c. Encountered Issues** | List all the issues you faced during the experiments (solved and unsolved). Present solutions or workarounds for overcoming them. Also highlight the issues that may have to be dealt with in future experiments.  It was difficult to balance the L1 and L2 penalties, maybe because of the complexity of the dataset and the model's hyperparameter sensitivity. To overcome these obstacles, more careful adjustment and maybe a closer examination of the dataset's properties are needed. |

|  |  |
| --- | --- |
| 1. **FUTURE EXPERIMENT** | |
| Reflect on the experiment and highlight the key information/insights you gained from it that are valuable for the overall project objectives from a technical and business perspective. | |
| **4.a. Key Learning** | Reflect on the outcome of the experiment and list the new insights you gained from it. Provide rationale for pursuing more experimentation with the current approach or call out if you think it, is a dead end.  The experiment demonstrated how difficult it is to optimize the regularization balance while using ElasticNet Regression to forecast salaries. It emphasized how important it is to fine-tune hyperparameters and how ElasticNet can further our knowledge of how features affect pay. |
| **4.b. Suggestions / Recommendations** | Given the results achieved and the overall objective of the project, list the potential next steps and experiments. For each of them assess the expected uplift or gains and rank them accordingly. If the experiment achieved the required outcome for the business, recommend the steps to deploy this solution into production.  Future research should concentrate on:  - Improved ElasticNet hyperparameter optimization techniques to precisely adjust the ratio of L1 to L2 penalties.  - A comparative evaluation of ElasticNet's appropriateness and performance against more sophisticated models.  - Extensive feature analysis after ElasticNet implementation to identify minute affects on pay that are hidden in more basic models.  In order to achieve the final aim of implementing a reliable and perceptive forecasting model for engineering students' earnings, this iterative technique will guarantee continual progress. |