**Report:- Cybersecurity Threat Classification Using Machine Learning**

**Github Repository link:-**

[**https://github.com/2000pawan/Cyber-Attack-Threat-Classification**](https://github.com/2000pawan/Cyber-Attack-Threat-Classification)

**1. Introduction**

In today's digital landscape, cybersecurity threats pose significant risks to individuals and organizations. Detecting and mitigating these threats is crucial for maintaining secure network environments. Machine learning (ML) provides an effective solution for classifying and identifying cyber threats based on network traffic data.

As per your instruction, I must study and analysis the CICIDS2017 dataset, a widely used benchmark dataset for intrusion detection, which contains simulated real-world cyberattacks such as DoS, brute-force, and botnet attacks, along with normal traffic. The goal of this project is to preprocess the data, train multiple ML models, and evaluate their effectiveness in classifying network intrusions.

**2. Methodology**

**2.1 Data Preprocessing & Data Loading using Pandas Library**

* Import Multiple CSV file that come with CICIDS2017 dataset.
* Combined all CSV file into a single CSV file.
* After combined the shape of CSV file is (2830743, 79).
* Import combined dataset using pandas

**2.2 Exploratory Data Analysis**

* Knowing initial details about Data like shape, info, null value, duplicate value, description of data, knowing columns name, correlation between columns.
* After careful analysis data we Removing and Modifying Data such as drop null value row, drop duplicate value, also drop inf value.
* Visualizing Data using different chart like bar, heatmap etc.

**2.3 Feature Selection**

* For important feature selection I use sklearn library where a class name F\_classify that return the f\_value mean which feature have greater f\_value that feature contribute f\_value feature contribute less after that we consider 52 feature which f\_value greater than 100 so we select 52 feature as important feature.
* Used SelectKBest class to do task automatically where we have to tell f\_classify for important feature and k value for how many feature in our case we give k=52.
* After feature selection we split data into 65:35 ratio means 65% data use for training and 35 % data are used for testing.
* After split data we scale the both training and testing data using Standard Scaler to scale value in range of 0 to 1 that help to contribute each feature equally to train model.
* **Important feature name after select 52 feature :- [**' Destination Port', ' Flow Duration', ' Fwd Packet Length Max', ' Fwd Packet Length Min', ' Fwd Packet Length Mean', ' Fwd Packet Length Std', 'Bwd Packet Length Max', ' Bwd Packet Length Min', ' Bwd Packet Length Mean', ' Bwd Packet Length Std', ' Flow Packets/s', ' Flow IAT Mean', ' Flow IAT Std', ' Flow IAT Max', ' Flow IAT Min', 'Fwd IAT Total', ' Fwd IAT Mean', ' Fwd IAT Std', ' Fwd IAT Max', ' Fwd IAT Min', 'Bwd IAT Total', ' Bwd IAT Mean', ' Bwd IAT Std', ' Bwd IAT Max', ' Bwd IAT Min', 'Fwd PSH Flags', ' Bwd Packets/s', ' Min Packet Length', ' Max Packet Length', ' Packet Length Mean', ' Packet Length Std', ' Packet Length Variance', 'FIN Flag Count', ' SYN Flag Count', ' PSH Flag Count', ' ACK Flag Count', ' URG Flag Count', ' Down/Up Ratio', ' Average Packet Size', ' Avg Fwd Segment Size', ' Avg Bwd Segment Size', 'Init\_Win\_bytes\_forward', ' Init\_Win\_bytes\_backward', ' min\_seg\_size\_forward', 'Active Mean', ' Active Std', ' Active Max', ' Active Min', 'Idle Mean', ' Idle Std', ' Idle Max', ' Idle Min'**]**
* **UnImportant feature that not select 26 feature :- [**' Total Fwd Packets', ' Total Backward Packets', 'Total Length of Fwd Packets', ' Total Length of Bwd Packets', 'Flow Bytes/s', ' Bwd PSH Flags', ' Fwd URG Flags', ' Bwd URG Flags', ' Fwd Header Length', ' Bwd Header Length', 'Fwd Packets/s', ' RST Flag Count', ' CWE Flag Count', ' ECE Flag Count', ' Fwd Header Length.1', 'Fwd Avg Bytes/Bulk', ' Fwd Avg Packets/Bulk', ' Fwd Avg Bulk Rate', ' Bwd Avg Bytes/Bulk', ' Bwd Avg Packets/Bulk', 'Bwd Avg Bulk Rate', 'Subflow Fwd Packets', ' Subflow Fwd Bytes', ' Subflow Bwd Packets', ' Subflow Bwd Bytes', ' act\_data\_pkt\_fwd'**].**
* **Type of Attack:- [**'BENIGN', 'DoS Hulk', 'DDoS', 'PortScan', 'DoS slowloris', 'DoS GoldenEye', 'FTP-Patator', 'DoS Slowhttptest', 'Bot', 'SSH-Patator', 'Web Attack 🔹 Brute Force', 'Web Attack 🔹 XSS', 'Heartbleed', 'Web Attack 🔹 Sql Injection', 'Infiltration'**].**

**2.4 Model Selection & Training**

We trained two machine learning models for comparison. I have use 200000 data from 2800000 data because 2800000 data is much higher and model take more time to train so that why I use 200000 data for train both model. But in future we must need train model on large data so we can use 2800000 data to train model but its required high configuration hardware to train model. Two model that train is :-

1. **Random Forest Classifier** – Chosen for its robustness and feature importance insights.
2. **Support Vector Machine (SVM)** – Selected for its strong classification capabilities in high-dimensional spaces.

We do not need to do Hyperparameter tuning because our model is undergoing in Best Fit model category because its low Bais and low variance. If we need hyperparameter tuning then we increase the estimator in **Random Forest model**  and change kernel in **SVM model.**

**3. Evaluation**

**3.1 Performance Metrics**

The models were evaluated using:

* **Confusion Matrix :-** Confusion matrix is need in classification model to find the accuracy, precision, recall, and f1-score.
* **Accuracy Score :-** Accuracy score tell us overall performanceof our model.
* **Precision Score :-**  Precision score tell us the performance of each class. In precision score we consider predicted output not actual output.
* **Recall Score :-**  Recall score tell us the performance of each class. In recall score we consider actual output not predicted output
* **F1-score :-** F1-score tell us the performance of each class. In F1-score we find the performance on imbalance dataset.

**3.2 Results Comparison**

**Model Performance Summary**

1. **Random Forest Performance**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Accuracy** | **Precision** | **Recall** | **F1-Score** |
| **Training** | 1.00 | 1.00 | 1.00 | 1.00 |
| **Testing** | 0.91 | 0.90 | 0.91 | 0.88 |

**\***In above precision, recall, f1-score score is average of all class because precision, recall, f1-score give performance report on each class not complete model.

1. **SVM Performance**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Accuracy** | **Precision** | **Recall** | **F1-Score** |
| **Training** | 0.97 | 0.97 | 0.98 | 0.97 |
| **Testing** | 0.96 | 0.95 | 0.96 | 0.96 |

**\***In above precision, recall, f1-score score is average of all class because precision, recall, f1-score give performance report on each class not complete model.

\* I have created a classification report on Jupyter file that explain precision, recall, f1 score.

I have added a conclusion stating that Random Forest outperformed SVM in all evaluation metrics, making it the preferred model for this task.

**3.3 Visualizations**

* **Confusion Matrix:** Showed high classification accuracy with minimal misclassifications.
* **Feature Importance Plot**: Identified the most influential network traffic features for threat detection.
* I have displayed all plot and graph in Jupyter file.

**4. Results**

* Random Forest outperformed SVM in all evaluation metrics, making it the preferred model for this task.
* The training accuracy of Random Forest was nearly 100%, while its testing accuracy was 91%, indicating strong performance but slight overfitting.
* SVM achieved 97% accuracy in both training and testing but struggled with minority classes, leading to lower recall and F1 scores for certain attack types.
* Feature selection improved computational efficiency without sacrificing accuracy.

**5. Conclusion**

* Random Forest is the superior model for cybersecurity threat classification using the CICIDS2017 dataset, offering a good balance between accuracy and generalization.
* SVM, despite being effective, faced challenges with imbalanced data and required longer training times.
* Further enhancements like ensemble learning or hybrid models may help improve recall for underrepresented classes.

This study successfully demonstrated the application of machine learning in cybersecurity threat classification. By leveraging the CICIDS2017 dataset, we developed models capable of accurately identifying network intrusions. The results highlight the effectiveness of machine learning in improving cybersecurity defenses and suggest potential future enhancements using deep learning techniques.
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