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## Summary

#### Data Preparation

* I chose to use a Random Forest
* Since the implementation of Random Forest handles cross-validation, I only created Train and Test sets (80:20)

#### Model Selection

* I followed the lecture's advice and used rfcv() to evaluate cross-validation OOB error estimates
* I subsetted data down to 53 columns including 'classe' y column (discard column if NA/blank count > nrows/2)
* I used ranked Linear Model coefficients to extract 20 features which should perform well
* I also used the Random Forest importance() output's feature error estimates for possible feature reduction, but rejected this because the plots (below) do not clearly delineate less-important features
* I then fit Random Forests over a grid/range of 'mtry' and 'ntree' parameters to find the best-performing values for these parameters for the full 52-feature training set (rf52)
* I did the same thing (grid/range of 'mtry' and 'ntree') for a 20-features derived data frame using the Linear Model coefficients for subsetting

#### Model Evaluation and OOB Error Estimates

* I then evaluated the performance of rf52 and rf20 on the TEST set
* I then compared the TEST set performance for the rf52 and rf20 Random Forests to the rfcv() and the Random Forests' built-in OOB estimates:

**Random Forest rf52 (trained using 52 features, mtry=2, ntree=20)**

* Train accuracy: 1.00000
* TEST set prediction accuracy: 99.1847%
* Random Forest rf52 built-in OOB error estimate: 2.3445%

**Random Forest rf20 (trained using 20 features, mtry=2, ntree=50)**

* Train accuracy: 1.00000
* TEST set prediction accuracy: 99.4395%
* Random Forest rf20 built-in OOB error estimate: 0.91%

**rfcv() OOB Error Estimates by Variable Count**

* 52 variables: 0.005542460
* 26 variables: 0.007581066
* 13 variables: 0.009683379
* 6 variables: 0.045104160
* 3 variables: 0.109320252
* 1 variable: 0.596929350

#### Prediction on Project 20-row Prediction Set (pml-testing.csv)

* rf52: B A B A A E D B A A B C B A E E A B B B
* rf20: B A B A A E D B A A B C B A E E A B B B

#### Discussion

The rf20 Random Forest had slightly better performance than the rf52 RF even though the rf20 RF was trained using only 20 features. I think the reason for this is that my grid search parameter optimization function assigned 50 trees to the rf20 RF whereas it only assigned 20 trees to the rf52 RF.

#### Notes

* I added a separate PDF file containing this R Markdown Course Project write-up
* I added a separate PDF file to my repo containing the test script's output (plots manually inserted)
* I added a separate CpScript.R file to my repo containing the test script 'driver' and various other 'helper' functions
* The R code is rather messy due to the sequence of many steps taken and the print statements (sorry)
* The CpScript.R has a 'driver' test function named cpTest(), but only the steps inside this function are listed in this Rmd write-up, not the outer function itself
* Many of my helper functions return tuples containing multiple named return values
* Because my helper functions MUST be listed prior to being called, the first block of R code contains these helper functions. The actual test steps + code snippets + their output and plots follow the helper function code block.

### Helper Functions (Invisible) Code Chunk

Helper function notes:

* Several helper functions were created to make the test steps' code more compact and for code reuse
* These helper functions MUST be included in the R Markdown file BEFORE they are called
* Therefore, I am inserting a large R code chunk in this section which will be invisible in final HTML because echo is set to FALSE

These helper functions can be viewed at the end of this R Markdown document where a complete code listing is appended with echo set to TRUE.

Invisible code chunk added -here-.

## Warning: package 'randomForest' was built under R version 3.1.1

## randomForest 4.6-10  
## Type rfNews() to see new features/changes/bug fixes.

#### Loading and Processing the Data

Note: return value 'd' is a tuple

# load data, create and split data frames, shuffle rows, results stored in d tuple  
d <- loadData( subDir, doPrint = TRUE )

## [1] ---> loading data...  
## [1] ...done reading data and creating data frames

#### Assessing rfcv() Error Data for Feature Selection

Note: the plot resulting from the code, below, did not contain any obvious pattern to use for separating important from less-important features.

# see if rfcv() variable importance useful for features selection  
evalRfcvVarImport( d$trainDf, nrows=2000, doPrint=TRUE )

## [1] plotting Random Forest variable importance() metrics
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## [1] no clear dividing line differentiating important vs. unimportant variables

#### Fitting a Linear Model and Extracting 20 Largest Coefficients

Note: the plot resulting from the code below DID show that the error flattened out after using approximately 20 features.

# get sorted coefficients from Linear Model fit to see if useful  
# for feature selection  
lmBest20Coeffs <- getMostImportantLmCoeffs( d$trainDf, nrows=1000, doPrint=TRUE )

## [1] ---> assessing whether Linear Model coefficients offer useful variable importance rankings...  
## [1] plotting Linear Model coefficients sorted in decreasing order

![](data:image/png;base64,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)

#### Finding Best 'ntree' and 'mtry' Random Forests for 52-feature TRAIN Set

Note: below, the code calls a function which chooses the best Random Forest and its 'mtry' and 'ntree' parameters over a range of values for these two variables.

# fit Random Forests over a grid of ranges for params 'mtry' and 'ntree'  
# use full 52 features in training set  
pr( "---> examining Random Forest performance for a range of 'mtry' and 'ntree' parameters..." )

## [1] ---> examining Random Forest performance for a range of 'mtry' and 'ntree' parameters...

mtryVals <- c( 2, 5, 10 )  
ntreeVals <- c( 1, 2, 3, 5, 10, 20 )  
rf52 <- findBestRfParams( d$trainDf, mtryVals, ntreeVals, doPrint = TRUE ) # rf52 is a tuple

## [1] evaluating Random Forest w/ mtry=2 ntree=1  
## [1] evaluating Random Forest w/ mtry=2 ntree=2  
## [1] evaluating Random Forest w/ mtry=2 ntree=3  
## [1] evaluating Random Forest w/ mtry=2 ntree=5  
## [1] evaluating Random Forest w/ mtry=2 ntree=10  
## [1] evaluating Random Forest w/ mtry=2 ntree=20  
## [1] evaluating Random Forest w/ mtry=5 ntree=1  
## [1] evaluating Random Forest w/ mtry=5 ntree=2  
## [1] evaluating Random Forest w/ mtry=5 ntree=3  
## [1] evaluating Random Forest w/ mtry=5 ntree=5  
## [1] evaluating Random Forest w/ mtry=5 ntree=10  
## [1] evaluating Random Forest w/ mtry=5 ntree=20  
## [1] evaluating Random Forest w/ mtry=10 ntree=1  
## [1] evaluating Random Forest w/ mtry=10 ntree=2  
## [1] evaluating Random Forest w/ mtry=10 ntree=3  
## [1] evaluating Random Forest w/ mtry=10 ntree=5  
## [1] evaluating Random Forest w/ mtry=10 ntree=10  
## [1] evaluating Random Forest w/ mtry=10 ntree=20

pr( "--> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:" )

## [1] --> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:

pr( "--> NOTE: row names are mtry values; column names are ntree values" )

## [1] --> NOTE: row names are mtry values; column names are ntree values

pr( "--> NOTE: matrix entries are classification accuracy on train set" )

## [1] --> NOTE: matrix entries are classification accuracy on train set

pr( rf52$accMatrix )

## 1 2 3 5 10 20  
## 2 0.9548 0.9512 0.9907 0.9979 0.9997 1.0000  
## 5 0.9721 0.9694 0.9951 0.9985 0.9999 1.0000  
## 10 0.9684 0.9678 0.9948 0.9984 0.9999 0.9999

pr( "--->parameters from best 52-feature Random Forest:" )

## [1] --->parameters from best 52-feature Random Forest:

pr( sprintf( "resultant rf52: train accuracy=%f mtry=%d ntree=%d OOB error=%f",  
 rf52$bestAcc, rf52$bestMtry, rf52$bestNtree, getOob( rf52$bestRf ) ) )

## [1] resultant rf52: train accuracy=1.000000 mtry=2 ntree=20 OOB error=0.023445

# now just print out the Random Forest to get confusion matrix and OOB error est.  
pr( "---> printing best (rf52) Random Forest for above parameters: " )

## [1] ---> printing best (rf52) Random Forest for above parameters:

pr( rf52$bestRf )

##   
## Call:  
## randomForest(formula = classe ~ ., data = df, mtry = mt, ntree = nt)   
## Type of random forest: classification  
## Number of trees: 20  
## No. of variables tried at each split: 2  
##   
## OOB estimate of error rate: 2.34%  
## Confusion matrix:  
## A B C D E class.error  
## A 4394 22 9 14 2 0.01058  
## B 45 2951 32 14 10 0.03309  
## C 7 45 2610 30 7 0.03298  
## D 12 3 63 2480 10 0.03427  
## E 2 15 4 22 2893 0.01465

#### Using rfcv() to Evaluate CV OOB Error

# now use rfcv() to evaluate cross-validation error  
pr( "---> computing rfcv() cross-validation error - this may take several minutes..." )

## [1] ---> computing rfcv() cross-validation error - this may take several minutes...

set.seed( 1 )  
rfcvOutput <- rfcv( d$trainDf[, -53], d$trainDf[, 53] )  
pr( "...done computing rfcv() output" )

## [1] ...done computing rfcv() output

pr( "rfcv() cross-validation estimates for training set vs. number variables used:")

## [1] rfcv() cross-validation estimates for training set vs. number variables used:

pr( rfcvOutput$error.cv )

## 52 26 13 6 3 1   
## 0.005542 0.007581 0.009683 0.045104 0.109320 0.596929

#### Evaluating TEST set accuracy of Random Forest (rf52) Trained on 52 Features

# compute performance of rf52 best 52-feature random forest on T-E-S-T set  
acc <- evalRf( rf52$bestRf, d$testDf )  
pr( sprintf( "accuracy of best (rf52) Random Forest on 20%% TEST set: %f", acc ) )

## [1] accuracy of best (rf52) Random Forest on 20% TEST set: 0.991847

#### Finding Best 'ntree' and 'mtry' Random Forests for 20-feature TRAIN Set

Note: because I was using fewer features, the 'mtry' and 'ntree' ranges I used for evaluation ranged to higher values than for the rf52 Random Forest grid search.

# additional exercise: find best 20-feature Random Forest using Linear Model top-20 coeffs  
pr( "---> As additional exercise fit Random Forest to top-20 features from Linear Model" )

## [1] ---> As additional exercise fit Random Forest to top-20 features from Linear Model

lmBest20Coeffs[ 21 ] = "classe" # Need to append the 'classe' to feature list  
best20TrainDf <- d$trainDf[, lmBest20Coeffs ] # subset training set, only the 20 'top' features  
mtryVals <- c( 2, 5, 10 ) # use different parameter ranges as expect lower accuracy using fewer features  
ntreeVals <- c( 10, 50, 100, 200 ) # ditto  
rf20 <- findBestRfParams( d$trainDf, mtryVals, ntreeVals, doPrint = TRUE )

## [1] evaluating Random Forest w/ mtry=2 ntree=10  
## [1] evaluating Random Forest w/ mtry=2 ntree=50  
## [1] evaluating Random Forest w/ mtry=2 ntree=100  
## [1] evaluating Random Forest w/ mtry=2 ntree=200  
## [1] evaluating Random Forest w/ mtry=5 ntree=10  
## [1] evaluating Random Forest w/ mtry=5 ntree=50  
## [1] evaluating Random Forest w/ mtry=5 ntree=100  
## [1] evaluating Random Forest w/ mtry=5 ntree=200  
## [1] evaluating Random Forest w/ mtry=10 ntree=10  
## [1] evaluating Random Forest w/ mtry=10 ntree=50  
## [1] evaluating Random Forest w/ mtry=10 ntree=100  
## [1] evaluating Random Forest w/ mtry=10 ntree=200

pr( "--> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:" )

## [1] --> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:

pr( "--> NOTE: row names are mtry values; column names are ntree values" )

## [1] --> NOTE: row names are mtry values; column names are ntree values

pr( "--> NOTE: matrix entries are classification accuracy on train set" )

## [1] --> NOTE: matrix entries are classification accuracy on train set

pr( rf20$accMatrix )

## 10 50 100 200  
## 2 0.9997 1 1 1  
## 5 0.9999 1 1 1  
## 10 0.9999 1 1 1

pr( "--->parameters from best 20-feature Random Forest:" )

## [1] --->parameters from best 20-feature Random Forest:

pr( sprintf( "resultant rf20: train accuracy=%f mtry=%d ntree=%d OOB error=%f",  
 rf20$bestAcc, rf20$bestMtry, rf20$bestNtree, getOob( rf20$bestRf ) ) )

## [1] resultant rf20: train accuracy=1.000000 mtry=2 ntree=50 OOB error=0.009110

# PRINT BEST RANDOM FOREST (to get OOB and confusion matrix)  
pr( "---> printing best Random Forest for above parameters: " )

## [1] ---> printing best Random Forest for above parameters:

pr( rf20$bestRf )

##   
## Call:  
## randomForest(formula = classe ~ ., data = df, mtry = mt, ntree = nt)   
## Type of random forest: classification  
## Number of trees: 50  
## No. of variables tried at each split: 2  
##   
## OOB estimate of error rate: 0.91%  
## Confusion matrix:  
## A B C D E class.error  
## A 4430 7 0 3 1 0.002477  
## B 21 3020 8 1 2 0.010485  
## C 3 28 2663 5 1 0.013704  
## D 3 0 42 2519 4 0.019081  
## E 0 3 1 10 2922 0.004768

#### Evaluating TEST set accuracy of Random Forest (rf20) Trained on 20 Features

# compute performance of rf20 Random Forest on T-E-S-T set (20% of train set rows)  
pr( "---> evalute top-20 feature Random Forest: " )

## [1] ---> evalute top-20 feature Random Forest:

acc <- evalRf( rf20$bestRf, d$testDf )  
pr( sprintf( "accuracy of best (rf20) Random Forest on 20%% TEST set: %f", acc ) )

## [1] accuracy of best (rf20) Random Forest on 20% TEST set: 0.994395

#### Using rf52 and rf20 Models to Predict Labels for 20-Row Project Data (pml-testing.csv)

# use rf52 to predict labels for course project 20-row data set (pml-testing.csv)  
pr( "---> use rf52 to predict labels for course project 20-row data set (pml-testing.csv" )

## [1] ---> use rf52 to predict labels for course project 20-row data set (pml-testing.csv

predsRf52 <- predict( rf52$bestRf, d$predDf )  
pr( predsRf52 )

## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## B A B A A E D B A A B C B A E E A B B B   
## Levels: A B C D E

# use rf20 to predict labels for course project 20-row data set (pml-testing.csv)  
pr( "---> use rf20 to predict labels for course project 20-row data set (pml-testing.csv" )

## [1] ---> use rf20 to predict labels for course project 20-row data set (pml-testing.csv

predsRf20 <- predict( rf20$bestRf, d$predDf )  
pr( predsRf20 )

## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## B A B A A E D B A A B C B A E E A B B B   
## Levels: A B C D E

### Full R Code

Note: In the code below, all of the above test step chunks are embedded in a test script function: cpScript()

#######  
# Usage:  
# source( "CpScript.R" )  
# set 'subDir' variable if != local sub-directory 'data'  
# cpTest()  
#######  
  
library( randomForest )  
cpScript <- function( subDir = "data" ) {  
  
 # load data, create and split data frames, shuffle rows, results stored in d tuple  
 d <- loadData( subDir, doPrint = TRUE )  
   
 # see if rfcv() variable importance useful for features selection  
 evalRfcvVarImport( d$trainDf, nrows=2000, doPrint=TRUE )  
   
 # get sorted coefficients from Linear Model fit to see if useful  
 # for feature selection  
 lmBest20Coeffs <- getMostImportantLmCoeffs( d$trainDf, nrows=1000, doPrint=TRUE )  
  
 # fit Random Forests over a grid of ranges for params 'mtry' and 'ntree'  
 # use full 52 features in training set  
 pr( "---> examining Random Forest performance for a range of 'mtry' and 'ntree' parameters..." )  
 mtryVals <- c( 2, 5, 10 )  
 ntreeVals <- c( 1, 2, 3, 5, 10, 20 )  
 rf52 <- findBestRfParams( d$trainDf, mtryVals, ntreeVals, doPrint = TRUE ) # rf52 is a tuple  
 pr( "--> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:" )  
 pr( "--> NOTE: row names are mtry values; column names are ntree values" )  
 pr( "--> NOTE: matrix entries are classification accuracy on train set" )  
 cat( "\n" )  
 pr( rf52$accMatrix )  
 cat( "\n" )   
 pr( "--->parameters from best 52-feature Random Forest:" )  
 pr( sprintf( "resultant rf52: train accuracy=%f mtry=%d ntree=%d OOB error=%f",  
 rf52$bestAcc, rf52$bestMtry, rf52$bestNtree, getOob( rf52$bestRf ) ) )  
 cat( "\n" )  
   
 # now just print out the Random Forest to get confusion matrix and OOB error est.  
 pr( "---> printing best (rf52) Random Forest for above parameters: " )  
 pr( rf52$bestRf )  
 cat( "\n" )  
   
 # now use rfcv() to evaluate cross-validation error  
 pr( "---> computing rfcv() cross-validation error - this may take several minutes..." )  
 set.seed( 1 )  
 rfcvOutput <- rfcv( d$trainDf[, -53], d$trainDf[, 53] )  
 pr( "...done computing rfcv() output" )  
 pr( "rfcv() cross-validation estimates for training set vs. number variables used:")  
 pr( rfcvOutput$error.cv )   
 cat( "\n" )  
  
 # compute performance of rf52 best 52-feature random forest on T-E-S-T set  
 acc <- evalRf( rf52$bestRf, d$testDf )  
 pr( sprintf( "accuracy of best (rf52) Random Forest on 20%% TEST set: %f", acc ) )  
 cat( "\n" )  
  
 # additional exercise: find best 20-feature Random Forest using Linear Model top-20 coeffs  
 pr( "---> As additional exercise fit Random Forest to top-20 features from Linear Model" )  
 lmBest20Coeffs[ 21 ] = "classe" # Need to append the 'classe' to feature list  
 best20TrainDf <- d$trainDf[, lmBest20Coeffs ] # subset training set, only the 20 'top' features  
 mtryVals <- c( 2, 5, 10 ) # use different parameter ranges as expect lower accuracy using fewer features  
 ntreeVals <- c( 10, 50, 100, 200 ) # ditto  
 rf20 <- findBestRfParams( d$trainDf, mtryVals, ntreeVals, doPrint = TRUE )  
 pr( "--> Random Forest accuracy values for evaluated (mtry, ntree) grid pairs:" )  
 pr( "--> NOTE: row names are mtry values; column names are ntree values" )  
 pr( "--> NOTE: matrix entries are classification accuracy on train set" )  
 cat( "\n" )  
  
 pr( rf20$accMatrix )  
 cat( "\n" )   
 pr( "--->parameters from best 20-feature Random Forest:" )  
 pr( sprintf( "resultant rf20: train accuracy=%f mtry=%d ntree=%d OOB error=%f",  
 rf20$bestAcc, rf20$bestMtry, rf20$bestNtree, getOob( rf20$bestRf ) ) )  
 cat( "\n" )  
   
 # PRINT BEST RANDOM FOREST (to get OOB and confusion matrix)  
 pr( "---> printing best Random Forest for above parameters: " )  
 pr( rf20$bestRf )  
 cat( "\n" )   
  
 # compute performance of rf20 Random Forest on T-E-S-T set (20% of train set rows)  
 pr( "---> evalute top-20 feature Random Forest: " )  
 acc <- evalRf( rf20$bestRf, d$testDf )  
 pr( sprintf( "accuracy of best (rf20) Random Forest on 20%% TEST set: %f", acc ) )  
 cat( "\n" )  
  
 # use rf52 to predict labels for course project 20-row data set (pml-testing.csv)  
 pr( "---> use rf52 to predict labels for course project 20-row data set (pml-testing.csv" )  
 predsRf52 <- predict( rf52$bestRf, d$predDf )  
 pr( predsRf52 )  
 cat( "\n")  
  
 # use rf20 to predict labels for course project 20-row data set (pml-testing.csv)  
 pr( "---> use rf20 to predict labels for course project 20-row data set (pml-testing.csv" )  
 predsRf20 <- predict( rf20$bestRf, d$predDf )  
 pr( predsRf20 )  
 cat( "\n")  
   
 # RETURN LIST OF SELECTED VARIABLES FOR CALLER  
 list( data=d, lmBest20Coeffs=lmBest20Coeffs, rf52=rf52, rf20=rf20,  
 rfcvOutput=rfcvOutput, predsRf52=predsRf52, predsRf20=predsRf20 )  
}  
  
###########  
# helper function which fits a Linear Model and returns  
# return value = 20 largest sorted coefficients of Linear Model  
getMostImportantLmCoeffs <- function( df, nrows=0, doPrint=FALSE ) {  
 if ( nrows == 0 )  
 nrows = nrow( df )  
 # EVAL LINEAR MODEL COEFFICIENT RANKING FOR \*FEATURE SELECTION\* (result: useful)  
 # now try ranking variables by Linear Model coefficient values  
 if ( doPrint )  
 pr( "---> assessing whether Linear Model coefficients offer useful variable importance rankings..." )  
 classeIdx <- getColIdx( df, "classe" )  
 y <- as.numeric( df[ 1:nrows, classeIdx ] ) # use only 1,000 rows for LM fit  
 lmDf <- cbind( df[ 1:nrows , 1:classeIdx - 1 ], y )  
 set.seed( 1 ) # set RNG seed for reproducibility  
 lmFit <- lm( y ~ . , data = lmDf )  
 sortedCoeffs <- sort( abs( lmFit$coefficients ), decreasing = TRUE )  
 nCoeffs <- length( sortedCoeffs )  
 sortedCoeffNames <- names( sortedCoeffs[2:nCoeffs ] )  
 lm20MostImpFeatures <- names(sortedCoeffs)[2:21] # skip intercept = coef[1]  
 # plot linear model coefficients largest-to-smallest; skipping intercept coefficient  
 plotLmCoeffVals( 2:nCoeffs, sortedCoeffs[2:nCoeffs], doPrint=doPrint )  
 if ( doPrint )  
 cat( "\n" )  
 lmBest20Coeffs <- sortedCoeffNames[2:21]  
}  
  
###########  
# helper function to use rfcv() output ranking of variables to see  
# if the rankings are useful for feature selection/reduction  
evalRfcvVarImport <- function( df, nrows=0, doPrint = FALSE ) {  
 # evaluate rfcv() output to see if useful for feature selection  
 if ( nrows == 0 )  
 nrows = nrow( df )  
 set.seed( 1 )  
 rf <- randomForest( classe ~ ., data = df[1:nrows, ], importance = TRUE )  
 impVal <- as.data.frame( importance( rf ) )  
 impValMda <- impVal[ rev( order( impVal$MeanDecreaseAccuracy ) ), ]  
 impValGini <- impVal[ rev( order( impVal$MeanDecreaseGini ) ), ]  
 mdaDf <- data.frame( rownames( impValMda ), impValMda$MeanDecreaseAccuracy )  
 giniDf <- data.frame( rownames( impValGini ), impValGini$MeanDecreaseGini )  
 nVars <- nrow( mdaDf )  
 # plot the results  
 par( mfrow = c( 1, 2 ) )  
 plotImportanceData( 1:nVars, mdaDf[,2], giniDf[,2], doPrint=doPrint )  
 # plot conclusion - no clear dividing line between important vs. unimportant variables  
 # results not actionable  
 if ( doPrint ) {  
 pr( "no clear dividing line differentiating important vs. unimportant variables" )  
 cat( "\n" )  
 }  
}  
  
###########  
# helper function to load, subset, and shuffle data  
# output: various data frames  
# read and subset/process 2 CSV files, create data frames  
loadData <- function( subDir = "data", doPrint = FALSE ) {  
 if ( doPrint )  
 pr( "---> loading data..." )  
 trainFile <- file.path( subDir, "pml-training.csv" )   
 testFile <- file.path( subDir, "pml-testing.csv" )  
 trainFileDf <- prepDf( read.csv( trainFile ) )  
 predDf <- prepDf( read.csv( testFile ) ) # 20-row prediction file  
 set.seed( 1 ) # set seed for shuffle operation  
 nrows <- nrow( trainFileDf )  
 trainFileDf <- trainFileDf[ sample( nrows ), ] # randomly shuffle rows  
 # Partition: 80% train, 20% test  
 trainDf <- trainFileDf[ 1 : as.integer( 0.8 \* nrows ), ]  
 testDf <- trainFileDf[ as.integer( nrow( trainDf ) + 1 ) : nrows, ]  
 if ( doPrint ) {  
 pr( "...done reading data and creating data frames")  
 cat( "\n" )  
 }  
 list( trainDf=trainDf, testDf=testDf, predDf=predDf )  
}  
  
###########  
# helper function to evaluate Random Foresets over range of mtry and ntree parameter  
findBestRfParams <- function( df, mtryVals, ntreeVals, doPrint = FALSE ) {  
 bestAcc <- 0  
 bestMtry <- 0  
 bestNtree <- 0  
 bestRf <- NULL  
 accMatrix <- matrix( nrow=length( mtryVals ), ncol=length( ntreeVals ) )  
 rownames( accMatrix ) <- as.character( mtryVals )  
 colnames( accMatrix ) <- as.character( ntreeVals )  
 for ( i in 1:length( mtryVals ) ) { # mtry  
 mt <- mtryVals[ i ]  
 for ( j in 1:length( ntreeVals ) ) { # ntree  
 nt <- ntreeVals[ j ]  
 if ( doPrint )  
 pr( sprintf( "evaluating Random Forest w/ mtry=%d ntree=%d", mt, nt ) )  
 set.seed( 1 )  
 rf <- randomForest( classe ~ ., data=df, mtry=mt, ntree=nt )  
 acc <- evalRf( rf, df )  
 accMatrix[i, j] = acc  
 if ( acc > bestAcc ) {  
 bestMtry <- mt  
 bestNtree <- nt  
 bestRf <- rf  
 bestAcc <- acc  
 }  
 }  
 }  
 if ( doPrint )  
 cat( "\n" )  
 list( bestAcc=bestAcc, bestMtry=bestMtry, bestNtree=bestNtree,   
 bestRf=bestRf, accMatrix=accMatrix )  
}  
  
###########  
# helper method to get OOB error estimate from Random Forest  
getOob <- function( rf ) {  
 rf$err.rate[rf$ntree, 1 ]  
}  
  
  
###########  
# helper method to evaluate classification accuracy of Random Forest wrt a data frame  
evalRf <- function( rf, df ) {  
 predTestSet <- predict( rf, df ) # use Test set, NOT Cross-Validation set  
 numAgree <- sum( predTestSet == df$classe )  
 modelTestAccur <- numAgree/length( predTestSet )  
}  
  
###########  
# helper method to reduce line lengths  
pr <- function( msg ) {  
 print( msg, quote = FALSE )  
}  
  
###########  
# helper to de-clutter script code  
plotLmCoeffVals <- function( coefIdxs, coefVals, doPrint=FALSE ) {  
   
 if ( doPrint )  
 pr( "plotting Linear Model coefficients sorted in decreasing order" )  
   
 # plot to screen and knitr  
 plot( coefIdxs, coefVals, pch=21, col="blue", bg="red",  
 xlab="Linear Model Coef Index",   
 ylab="LM Coef Value",   
 main="Linear Model Coefficients" )  
 lines(coefIdxs, coefVals, col="blue" )  
  
 # also plot to PNG file  
 png( "LmCoeff.png", height = 512, width = 512 )  
 par( family = "sans" )  
 plot( coefIdxs, coefVals, pch=21, col="blue", bg="red",  
 xlab="Linear Model Coef Index",   
 ylab="LM Coef Value",   
 main="Linear Model Coefficients" )  
 lines(coefIdxs, coefVals, col="blue" )  
 dev.off()   
   
 if ( doPrint )  
 cat( "\n" )  
}  
  
###########  
# helper to de-clutter script code  
plotImportanceData <- function( varIndices, mdaVals, mdGiniVals, doPrint=FALSE ) {  
   
 if ( doPrint )  
 pr( "plotting Random Forest variable importance() metrics" )  
   
 # plot to screen and knitr  
 plot( varIndices, mdaVals,   
 xlab="Variable Index",   
 ylab="Importance MD Accuracy Value",   
 main="Variable MD Accuracy/Importance",  
 pch=21, col="blue", bg="red" )  
 plot( varIndices, mdGiniVals,  
 xlab="Variable Index",   
 ylab="Importance MD Gini Value",   
 main="Variable MD Gini Importance",  
 pch=21, col="blue", bg="red" )  
   
 # plot to file as well  
 png( "RfImpVarMetrics.png", height = 512, width = 900 )  
 par( family = "sans" )  
 par( mfrow = c( 1, 2 ) )  
 plot( varIndices, mdaVals,   
 xlab="Variable Index",   
 ylab="Importance MD Accuracy Value",   
 main="Variable MD Accuracy/Importance",  
 pch=21, col="blue", bg="red" )  
 plot( varIndices, mdGiniVals,  
 xlab="Variable Index",   
 ylab="Importance MD Gini Value",   
 main="Variable MD Gini Importance",  
 pch=21, col="blue", bg="red" )  
 dev.off()  
}  
  
###########  
# helper function to subset, coerce data  
prepDf <- function( df ) {  
 ## discard first 7 columns - may not be good for general data sets  
 df <- df[ , 8:ncol( df ) ]  
 ## discard columns with number na/blanks > num rows in data frame  
 colNaSums <- apply( df, 2, function(x) { length( which ( is.na(x) | x == "" ) ) } )  
 df <- df[ ,colNaSums < nrow(df)/2 ]  
 ## coerce integers to numeric  
 for ( i in 1:ncol( df ) ) {  
 if ( class( df[ 1, i ] ) == "integer" )  
 df[ , i ] <- as.numeric( df[ , i ] )  
 }  
 df # Caller must do the shuffling  
}  
  
###########  
# a function which returns the numeric index of column in a data frame given the column name  
getColIdx <- function( df, colName ) {  
 grep( colName, colnames( df ) )  
}