1. **代码实现**
2. **数据预处理**

由于本次实验，使用了gowalla、yelp2018及amazon-movies等数据集。因此，需根据训练及测试数据文件，制定统一的预处理范式，以获得训练用户-项目交互矩阵、训练用户分箱字典以及测试用户交互字典。实现方式，具体如下所示。

即，在Loader实现类的初始化方法中：

1. 遍历训练数据文件**train.txt**中的每个行样本，并通过切片的方式将样本中的用户ID追加存储到非重训练用户列表train\_unique\_users中，将样本中的所有交互项目ID追加存储到训练用户交互列表train\_item中，往训练用户列表train\_user中追加存储同样本交互项目等量的重复用户ID元素（保证一维列表train\_item和train\_user中对应索引处的用户和交互项目一一对应）。同时，还需以样本的用户ID为键，以包含样本所有交互项目ID的列表为值，追加存储到训练用户交互字典user\_interactions\_dict\_train中。此外，还需根据样本中的最大交互项目和用户ID，更新最大项目数self.m\_item和最大用户数self.n\_user的取值。
2. 重复上述方法，遍历测试数据文件**test.txt**中的每个行样本，以获得非重测试用户列表test\_unique\_users、测试用户列表test\_user、测试用户交互列表test\_item、测试用户交互字典\_\_testDict。同样，也需要更新最大项目数self.m\_item和最大用户数self.n\_user的默认取值（为考虑后续构建交互矩阵的用户和项目维数，需要知道最大的用户和项目ID）。
3. 使用scipy.sparse.csr\_matrix()，构建训练用户-项目稀疏矩阵user\_item\_net。实现方式，如下所示。若存在交互（用户0，项目1）（用户1，项目2）（用户1，项目3），则user\_item\_net取值为：[[项目1], [项目2, 项目3], ]。

self.user\_item\_net = csr\_matrix((  
 np.ones(len(self.train\_user)), # 元素取值，取值为1且等长train\_user的数组  
 (self.train\_user, self.train\_item)), # 元素位置，（user\_id, item\_id）  
 shape=(self.n\_user, self.m\_item)) # 矩阵形状

（4）基于配置参数num\_bins与训练用户交互字典，根据交互项目数将训练用户分配到不同区间中，用于考虑推荐的公平性问题。实现方式，如下所示。最终返回一个将用户映射到其所属箱子索引的字典user\_bin\_dict，即：{user\_id: bin\_index, ...}。

def distribute\_users\_into\_bins\_by\_num\_interactions(self, num\_bins):  
 # 获得每个训练用户的对数化交互项目数  
 log\_values = [np.log(len(self.user\_interactions\_dict\_train[user])) for user in self.user\_interactions\_dict\_train.keys()]  
 min\_num\_interactions = min(log\_values) # 对数化后的最小交互物品数  
 max\_num\_interactions = max(log\_values) # 对数化后的最大交互物品数  
 # 在最小最大值间生成num\_bins个均匀间隔的阈值，用于将用户分配到不同的箱子中  
 bin\_thresholds = np.linspace(min\_num\_interactions, max\_num\_interactions, num\_bins)  
 # 将对数化后的交互物品数量根据阈值分配到不同的箱子中  
 bin\_indices = np.digitize(log\_values, bin\_thresholds, right=True)  
 # 创建一个将用户映射到其所属箱子索引的字典，{user\_id: bin\_index, }  
 user\_bin\_dict = dict(zip(self.user\_interactions\_dict\_train.keys(), bin\_indices))  
 return user\_bin\_dict

1. **模型定义**

**2.1 PPR模型**

基于幂迭代的Personalized PageRank计算模块，具体实现方式，如下所示。

在PPR的**初始化**中。首先，将表示随机游走概率的参数alpha和幂迭代次数的参数niter，保存为类属性。然后，使用自定义的calc\_A\_hat函数，归一化处理用户-项目交互邻接矩阵。再后，将计算得到的（1-alpha）\*M 转换为pytorch稀疏张量A\_hat。最后，初始化自定义的MixedDropout方法，可用于对稀疏矩阵的节点进行随机置零失活处理。

在PPR的**前向传播**中。首先，接收归一化邻接矩阵E，作为预测矩阵preds的默认取值。然后，使用dropout处理后的的A\_drop，根据![](data:image/x-wmf;base64,183GmgAAAAAAAD8cNALsCQAAAAD2QAEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgGRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gGQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8+3XYDwF2+5r7dQQAAAAtAQAACAAAADIKYAFeGAEAAABFAAoAAAAyCmABzBMFAAAAYWxwaGFmCQAAADIKYAEaEQQAAABzZWxmCgAAADIKYAFeDAUAAABwcmVkcwAJAAAAMgpgAZAHBAAAAGRyb3AIAAAAMgpgAWgFAQAAAEEACgAAADIKYAFqAAUAAABwcmVkc2YcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8+3XYDwF2+5r7dQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAWgXAQAAACoACAAAADIKYAF4EwEAAAAuAAgAAAAyCmABlgoBAAAAQAAIAAAAMgpgAYgGAQAAAF8DHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTv11QAAAAMjgGQAjfPt12A8Bdvua+3UEAAAALQEAAAQAAADwAQEACAAAADIKYAH6DwEAAAArAAgAAAAyCmABHgQBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB1IQCKAgAACgAGAAAAlhNmOyEAigL7mvt1BAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，迭代更新出最后学习到的嵌入矩阵preds。

class PPRPowerIteration(nn.Module):def \_\_init\_\_(self, adj\_matrix: sp.spmatrix, alpha: float, niter: int, drop\_prob: float = None):  
 super().\_\_init\_\_()  
 self.alpha = alpha  
 self.niter = niter  
 M = calc\_A\_hat(adj\_matrix) # 获取归一化邻接矩阵M  
 self.register\_buffer('A\_hat', sparse\_matrix\_to\_torch((1 - alpha) \* M)) # 获取A\_hat  
 if drop\_prob is None or drop\_prob == 0:  
 self.dropout = lambda x: x  
 else:  
 self.dropout = MixedDropout(drop\_prob)  
 def forward(self, E: torch.FloatTensor):  
 preds = E # 将E作为预测矩阵的起始值  
 for \_ in range(self.niter): # 进行niter次迭代  
 A\_drop = self.dropout(self.A\_hat) # 对A\_hat进行dropout处理  
 preds = A\_drop @ preds + self.alpha \* E  
 return preds

**2.2 LightGCN模型**

本节主要考虑LightGCN模型的基本实现方式，具体解释，如下所示。

在LightGCN的**初始化**中。首先，需根据输入的配置参数，初始化num\_users、num\_items、latent\_dim、n\_layers、keep\_prob及a\_split。然后，使用torch.nn.Embedding函数，分别创建用户和项目嵌入层。再后，若配置参数中未声明使用预训练数据，可直接根据正态分布随机初始化嵌入权重；否则，则需从配置参数中加载预训练的用户和项目嵌入权重。最后，还需初始化：Sigmoid激活函数、关于获取数据集的稀疏图表示方法、空的嵌入列表embs。

在LightGCN的**前向传播**中。首先，将用户和项目的嵌入权重拼接起来，获得维数为(num\_users+num\_items)\*latent\_dim的初始嵌入权重向量all\_emb，并存储到嵌入列表embs中。其次，若配置参数中声明了需要启用dropout操作，则在模型的训练阶段完成图中节点的随机失活（图中的节点指代稀疏邻接矩阵中的行）。然后，根据事先指定的卷积聚合次数n\_layers，迭代地将前层嵌入权重all\_emb同归一化处理后的稀疏邻接矩阵相乘，从而通过当前层的嵌入结果更新all\_emb，并将新的嵌入向量all\_emb追加存储到嵌入列表embs中。再后，可根据嵌入列表embs中来自不同卷积聚合层次的嵌入向量，通过直接求均值的方式完成嵌入组合环节，从而最终获得所有用户和项目的嵌入表示light\_out。最后，将维数为(num\_users+num\_items)\*latent\_dim的嵌入结果light\_out拆分并返回用户和项目嵌入矩阵。

**2.3 引入注意力考虑：嵌入组合**

一种想法是，可以考虑引入注意力机制来学习嵌入组合权重![](data:image/x-wmf;base64,183GmgAAAAAAABECewLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8XnbYD2R2+5pedgQAAAAtAQAACAAAADIK4AEtAQEAAABrABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2q05gdkAAAADw8xkAI3xedtgPZHb7ml52BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAkRFmgiEAigL7ml52BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，从而代替原文通过求均值的方式组合不同层次的嵌入结果all\_emb。具体实现方式，如下所示。如若LightGCN存在4个图卷积层，则注意力分数attention\_scores维度为（1, 4+1, 1），从而用于考虑来自4个图卷积层的嵌入结果和初始嵌入，在最终嵌入矩阵light\_out中的参考程度。

# 在初始化方法中，额外创建一个可训练参数attention\_weights

self.attention\_weights = torch.nn.Parameter(torch.randn(config["n\_layers"]+1), requires\_grad=True)

# 在前向传播函数中，使用注意力权重代替嵌入组合权重a\_k  
attention\_scores = F.softmax(self.attention\_weights, dim=0) # attention\_scores\_size:(1, n\_layers+1, 1)  
light\_out = torch.sum(embs \* attention\_scores.view(1, -1, 1), dim=1)

**2.4 引入用户和项目注意力考虑：嵌入组合**

更进一步，也可通过考虑不同用户和项目注意力分数的方式，来对不同层次的嵌入结果进行加权求和。具体实现方式，如下所示。其中，注意力分数矩阵attention\_scores的维度为（num\_users+num\_items, n\_layers+1, 1），嵌入结果列表embs的维度为（num\_users+num\_items, latent\_dim, n\_layers+1）。

# 在初始化方法中，额外创建可训练参数attention\_weights\_users及attention\_weights\_items,size=(n\_layers+1,)

self.attention\_weights\_users = torch.nn.Parameter(torch.randn(config["n\_layers"]+1),requires\_grad=True)  
self.attention\_weights\_items = torch.nn.Parameter(torch.randn(config["\_layers"]+1),requires\_grad=True)

# 通过softmax标准化注意力权重的取值，并重塑尺寸为(1, n\_layers+1, 1)  
attention\_scores\_users = F.softmax(self.attention\_weights\_users, dim=0).view(1, -1, 1)  
attention\_scores\_items = F.softmax(self.attention\_weights\_items, dim=0).view(1, -1, 1)  
# 拼接用户和项目的注意力分数，注意力分数的尺寸为（num\_users + num\_items, n\_layers + 1, 1）  
attention\_scores = torch.cat([  
 attention\_scores\_users.repeat(self.num\_users, 1, 1),  
 attention\_scores\_items.repeat(self.num\_items, 1, 1)], dim=0)  
# 计算加权和，将嵌入向量与注意力分数相乘，并在特定维度上进行求和。  
light\_out = torch.sum(embs \* attention\_scores, dim=1)

**2.5 引入缩放点积注意力代替：嵌入结果列表embs**

另一种想法是，可以考虑使用缩放点积注意力矩阵代替嵌入结果列表embs，继而完成嵌入组合工作。具体实现方式，如下所示。其中，引入注意力的嵌入结果矩阵attention\_output是依赖于取值皆为embs的Q、K、V，通过缩放点积的方式计算而来。

@staticmethod  
def compute\_attention(queries, keys, values):# 计算缩放因子，即：查询向量Q维度的平方根  
 scaling\_factor = math.sqrt(queries.size(-1))  
 # 计算注意力分数，即：Q与K点积，然后除以缩放因子  
 attention\_scores = torch.matmul(queries, keys.transpose(-2, -1)) / scaling\_factor  
 # 将注意力分数应用softmax函数，得到注意力权重  
 attention\_weights = F.softmax(attention\_scores, dim=-1)  
 # 使用注意力权重对值向量进行加权求和，得到最终的注意力输出。  
 attention\_output = torch.matmul(attention\_weights, values)  
 return attention\_output

queries, keys, values = self.prepare\_attention\_inputs(embs) # q=k=v=embs  
attention\_output = self.compute\_attention(queries, keys, values) # 计算缩放点积注意力矩阵

light\_out = torch.mean(attention\_output, dim=1) # 直接求均值，完成嵌入组合

**2.6 引入带有线性投影的缩放点积注意力代替：嵌入结果列表embs**

更进一步，也可以通过引入线性投影层的方式，分别将Q、K、V的嵌入维latent\_dim，灵活独立地映射到维数为attention\_dim的查询、键和值空间中去。具体实现方式，如下所示。

# 在初始化方法中：创建三个线性投影层，分别用于将嵌入向量投影到查询、键和值空间  
self.query\_projection = nn.Linear(self.latent\_dim, self.attention\_dim, bias=False)  
self.key\_projection = nn.Linear(self.latent\_dim, self.attention\_dim, bias=False)  
self.value\_projection = nn.Linear(self.latent\_dim, self.attention\_dim, bias=False)

def prepare\_attention\_inputs(self, embs):  
 queries = self.query\_projection(embs)  
 keys = self.key\_projection(embs)  
 values = self.value\_projection(embs)  
 return queries, keys, values

# 对embs的嵌入维分别进行查询、键和值空间投影，从而得到q k v

queries, keys, values = self.prepare\_attention\_inputs(embs)

attention\_output = self.compute\_attention(queries, keys, values) # 计算缩放点积注意力矩阵

light\_out = torch.mean(attention\_output, dim=1) # 直接求均值，完成嵌入组合

1. **损失函数与优化器**

本次实验，选择使用**BPRLoss**作为损失函数，具体实现方式，如下所示。其中，首先使用L2范数对每个用户、正例和负例项目的嵌入向量进行正则化，并除以嵌入向量的数量以便损失不受批量大小的影响，从而完成正则化损失reg\_loss的计算。其次，分别计算用户嵌入与正、负例项目嵌入间的点积得分，并求和。然后，使用softplus函数处理正例得分pos\_scores与负例得分neg\_scores间的差值，确保差值始终为正，从而通过求平均值的方式正确计算出损失loss。最后，将正则化损失reg\_loss乘以权重衰减系数weight\_decay，累加到总损失上，即可得出最终的总损失。

class BPRLoss(object):def \_\_init\_\_(self, weight\_decay):self.weight\_decay = weight\_decay  
 def \_\_call\_\_(self,users\_embeddings,pos\_items\_embeddings,neg\_items\_embeddings,parameters\_norm,  
 users\_embeddings\_layer0,pos\_items\_embeddings\_layer0,neg\_items\_embeddings\_layer0):  
 reg\_loss = (1 / 2) \* (users\_embeddings\_layer0.norm(2).pow(2) +  
 pos\_items\_embeddings\_layer0.norm(2).pow(2) +  
 neg\_items\_embeddings\_layer0.norm(2).pow(2) + parameters\_norm  
 ) / users\_embeddings.shape[0]  
 # 计算正样本的得分，即用户嵌入向量和正样本嵌入向量的点积。  
 pos\_scores = torch.mul(users\_embeddings, pos\_items\_embeddings)  
 pos\_scores = torch.sum(pos\_scores, dim=1)  
 # 计算负样本的得分，即用户嵌入向量和负样本嵌入向量的点积。  
 neg\_scores = torch.mul(users\_embeddings, neg\_items\_embeddings)  
 neg\_scores = torch.sum(neg\_scores, dim=1)  
 # 计算损失。使用Softplus函数来转换负样本得分和正样本得分的差值，确保损失值始终为正。  
 loss = torch.mean(torch.nn.functional.softplus(neg\_scores - pos\_scores))  
 # 将正则化损失乘以权重衰减系数，并加到总损失上。  
 reg\_loss \*= self.weight\_decay  
 loss += reg\_loss  
 return loss

本次实验，选择使用**Adam优化算法**作为优化器，具体实现方式，如下所示。

optimizer = torch.optim.Adam(model.parameters(), lr=world.config["lr"])

1. **模型训练与测试**

**4.1 模型训练**

关于模型训练。首先，使用自定义的负采样方法，随机选择train\_data\_size个可重复的用户（train\_data\_size指训练数据中用户-项目的总交互数），依次分别随机采样一个对应的正例项目和一个负例项目，以获得train\_data\_size个训练样本[user, pos\_item, neg\_item]，将它们依次追加存储到训练列表samples中即可。然后，打乱训练集samlples中的样本顺序，在每个迭代周期中分批次计算BPRLoss并更新模型参数，并返回本次训练周期的平均损失和训练时间即可。

**4.2 测试评估**

每迭代训练10个周期，可以使用测试集对模型的推荐性能进行综合评估，并保存评估效果最好的模型参数。关于测试评估，具体如下所示。

1. 针对每个测试用户，排除该测试用户的正例项目，获得其前N个最高预测评分的项目。若N=2且测试用户列表users\_list=[user1, ...]，则推荐项目列表rating\_list=[[item3, item5], ...]，且对应的真实标签列表ground\_truth=[[user1’s all poc\_item in testDict], ...]。
2. 通过循环遍历不同top-N取值（1~N）的方式，考虑模型在不同top-N取值的情形下，测试用户在度量precision、recall、ndcg、diversity和novelty下的推荐性能。以recall为例，recall=[[TestUser1\_Recall at top-N=1, TestUser2\_Recall at top-N=1, ...], ...]。

（3）考虑到推荐的公平性问题，可按照历史交互项目数将不同量级的测试用户划分到不同分箱中，从而可以比较不同分箱测试用户组在不同top-N取值下的总体推荐性能。具体而言，需要循环遍历每个测试用户。首先，根据该用户的真实标签列表ground\_truth[user]和对应的预测标签列表label[user]（label=[[User\_PredItem1：isTrue 1 also 0, ...], ...]），计算该用户在不同Top-N取值情形下（若N=3，则只考虑label[user]中的前三个预测标签值）关于precision、recall及ndcg度量指标下的推荐性能。然后，按照每个用户所属的分箱索引和对应的top-N取值索引，将该用户的precision、recall及ndcg值分别累加存储到相应数组的索引位置处。至此，评估函数eval\_pairwise的返回结果，如下所示。

return {"recall": np.array(recall), "precision": np.array(precision), "ndcg": np.array(ndcg),  
 "diversity": utils.mean\_intra\_list\_distance(recom\_lists=sorted\_items, item\_embed=item\_embeddings),  
 "novelty": utils.novelty(ground\_truth, batch\_user\_interaction\_history, max(world.topks)),  
 "exploration\_vs\_precision": exploration\_vs\_precision,

"exploration\_vs\_recall": exploration\_vs\_recall,  
 "exploration\_vs\_ndcg": exploration\_vs\_ndcg

}

1. **实验细节**
2. **考虑归一化**

在图卷积神经网络中，考虑到节点度不同对卷积聚合的影响（模型可能会过度依赖热门项目或活跃用户）以及训练过程中的稳定性问题，可以对邻接矩阵进行归一化处理。同时，考虑到用户-项目交互矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN883XYD/l1+5rzdQQAAAAtAQAACAAAADIKYAFGAAEAAABSAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAAApFma3IQCKAvua83UEAAAALQEBAAQAAADwAQAAAwAAAAAA)只能记录一个方向上的交互，无法兼顾学习左侧节点（用户）对右侧节点（项目）的影响和右侧节点（项目）对左侧节点（用户）的影响，由此需要构造对称邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAAB6GGb3IQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)来代替![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFGAAEAAABSzQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAABGGWauIQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)以完成后续工作，即：

![](data:image/x-wmf;base64,183GmgAAAAAAAOoRgwXsCQAAAACUSgEACQAAAzoCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAVAEBIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8AEAAApQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAEcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOEZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKdwS8DwEAAAApAAkAAAAyCncE7wwDAAAAKSooAAgAAAAyCncE1woBAAAAKHkIAAAAMgpCBNAEAQAAACoACAAAADIKAgIJCQEAAAAqixwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBY4RkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCuIDZQgBAAAAMAAIAAAAMgqiAV0EAQAAADAAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjhGQAjfEB22A9GdvuaQHYEAAAALQEAAAQAAADwAQEACAAAADIKdwQ8DwEAAABuiwgAAAAyCncEAQ4BAAAAbQAIAAAAMgp3BG8MAQAAAG4ACAAAADIKdwQ0CwEAAABtAAgAAAAyCjYDcwQBAAAAVAAIAAAAMgpCBEAFAQAAAG0ACAAAADIKQgRgBAEAAABuAAgAAAAyCgICeQkBAAAAbioIAAAAMgoCAmgIAQAAAG0AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjhGQAjfEB22A9GdvuaQHYEAAAALQEBAAQAAADwAQAACAAAADIK4gN8AwEAAABSiwgAAAAyCqIBhAcBAAAAUgAIAAAAMgrAAlgAAQAAAEEAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTkJ2QAAAAFjhGQAjfEB22A9GdvuaQHYEAAAALQEAAAQAAADwAQEACAAAADIKdwSwDgEAAAArAAgAAAAyCncE4wsBAAAAKwAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOQnZAAAAAWOEZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAAAIAAAAMgpRAzYKAQAAAPcACAAAADIKswI2CgEAAAD3iggAAAAyCkcENgoBAAAA+IkIAAAAMgq9ATYKAQAAAPYDCAAAADIKUQOwAgEAAADnAAgAAAAyCrMCsAIBAAAA5wAIAAAAMgpHBLACAQAAAOgACAAAADIKvQGwAgEAAADmAwgAAAAyCsACkAEBAAAAPSoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAeRhmwSEAigL7mkB2BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

关键在于，**如何将构造而来的对称邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN883XYD/l1+5rzdQQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAABrF2YAIQCKAvua83UEAAAALQEBAAQAAADwAQAAAwAAAAAA)，进行归一化处理**。一般而言，可考虑通过计算度矩阵的逆![](data:image/x-wmf;base64,183GmgAAAAAAAOQCEQLsCQAAAAAIXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK9ADvAQEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05CdkAAAADI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAdQEBAAAALbEcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYAAQAAAESvCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdiEAigIAAAoABgAAAMUYZlIhAIoC+5pAdgQAAAAtAQEABAAAAPABAAADAAAAAAA=)进行L1归一化，也可考虑通过计算度矩阵的逆平方根![](data:image/x-wmf;base64,183GmgAAAAAAACsDKwPsCQAAAAD9XgEACQAAAxMBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///73///+gAgAAnQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAAAgAAAAAAAAABAAAAC0BAAAFAAAAFAJCAQACBQAAABMCQgGGAhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAIAAAAMgooAg8CAQAAADIACAAAADIK7gALAgEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05CdkAAAADI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAgAEAAAA8AEBAAgAAAAyCnoBdQEBAAAALQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAkYAAQAAAESwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdiEAigIAAAoABgAAAFAYZiMhAIoC+5pAdgQAAAAtAQIABAAAAPABAQADAAAAAAA=)进行L2归一化处理。更进一步，还可以考虑在不同的数据集中，从对称邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN883XYD/l1+5rzdQQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAABrF2YAIQCKAvua83UEAAAALQEBAAQAAADwAQAAAwAAAAAA)的左侧（行）、右侧（列）和双边（先左侧，后右侧）方向分别进行L1或L2归一化处理，具体公式如下。

![](data:image/x-wmf;base64,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)

**实验结果**，如表2.1所示。其中，L2表示使用了L2归一化，L1表示使用了L1归一化，L表示左侧方向，R表示右侧方向，Both表示双边方向，LightGCN的默认参数为：decay=1e-4、lr=0.001、**layer=3**、seed=2020、topks=[20]、recdim=64、**epochs=100**。

表2.1 不同归一化方案对于LightGCN推荐性能的影响

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Method** | **Gowalla**（稀疏性：8.4e-4） | | **A-Movies**（稀疏性：9.6e-4） | | **Yelp2018**（稀疏性：13e-4） | |
| **Recall@20** | **NDCG@20** | **Recall@20** | **NDCG@20** | **Recall@20** | **NDCG@20** |
| LGCN-L2-Both | 0.1406 | 0.1211 | 0.0930 | 0.0572 | 0.0469 | 0.0382 |
| LGCN-L2-L | 0.1262 | 0.1115 | 0.0834 | 0.0520 | 0.0400 | 0.0334 |
| LGCN-L2-R | 0.1433 | 0.1138 | 0.0791 | 0.0480 | 0.0493 | 0.0396 |
| LGCN-L1-Both | 0.1295 | 0.1127 | 0.0611 | 0.0396 | 0.0403 | 0.0330 |
| LGCN-L1-L | 0.1043 | 0.0906 | 0.0989 | 0.0636 | 0.0341 | 0.0277 |
| LGCN-L1-R | 0.1093 | 0.1445 | 0.0743 | 0.0453 | 0.0533 | 0.0415 |

表2.2 实验涉及数据集的具体情况

|  |  |  |  |
| --- | --- | --- | --- |
| **Dataset** | **Gowalla** | **A-Movies** | **Yelp2018** |
| User\_num | 29,858 | 44,438 | 31,668 |
| Item\_num | 40,981 | 25,046 | 38,048 |
| Inter\_num | 1,027,370 | 1,070,860 | 1,561,406 |
| Density | 8.4e-4 | 9.6e-4 | 13e-4 |

参考表2.2，可进行如下**实验结果分析**：

1. 从**数据稀疏性**的角度出发。在交互数Inter\_num量级相同的前提下，数据集稀疏程度和推荐性能呈正相关，即：LightGCN在更稀疏的数据上能取得更显著的性能表现。这或许是因为LightGCN仅需学习初始嵌入层的权重参数，以及通过求和平均不同层次嵌入结果来获得最终节点表示的特性，使其能够更简洁高效地利用稀疏数据中的信息并避免过拟合问题。然而，有限的可学习参数可能会难以有效捕捉稠密数据中蕴含的复杂关系，且难以应对稠密数据集上的过拟合问题。
2. 从**用户数和项目数比例**的角度出发。用户数更少的数据集Gowalla及Yelp2018，都在邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAAAzFWa7IQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)右侧进行归一化的设置下（即：![](data:image/x-wmf;base64,183GmgAAAAAAANAM2wPsCQAAAAD2UQEACQAAAwQCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAOgCxIAAAAmBg8AGgD/////AAAQAAAAwP///73///9gCwAAPQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAAAgAAAAAAAAABAAAAC0BAAAFAAAAFAJCAcwKBQAAABMCQgFSCxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAIAAAAMgooAtsKAQAAADKTCAAAADIK7gDXCgEAAAAxeQgAAAAyCnoB9ggBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQIABAAAAPABAQAIAAAAMgqgAmIGAQAAACqTCAAAADIKsAFtAAEAAAB+kxwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AECAAgAAAAyCjgDJgMBAAAAMgAIAAAAMgo4A5gBAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTkJ2QAAAAMjgGQAjfEB22A9GdvuaQHYEAAAALQECAAQAAADwAQEACAAAADIKegFBCgEAAAAtkwgAAAAyCnoBhwgBAAAALZMcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOQnZAAAAAyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAhAEAQAAAD2QHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfEB22A9GdvuaQHYEAAAALQECAAQAAADwAQEACAAAADIKegFhCQIAAABvcgkAAAAyCgAD5QEDAAAAb3JMAAgAAAAyCgADMAEBAAAATJAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAgAIAAAAMgqgAlgHAQAAAESTCAAAADIKoAJaBQEAAABBkwgAAAAyCqACWAABAAAAQZAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAcQ9mKiEAigL7mkB2BAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)），取得了最佳性能表现。项目数更少的数据集A-Movies，则在对邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAAAzFWa7IQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)的左侧进行归一化时（即：![](data:image/x-wmf;base64,183GmgAAAAAAAPUI5ALsCQAAAADsVAEACQAAA70BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAIgCBIAAAAmBg8AGgD/////AAAQAAAAwP///67////gBwAATgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKwAENBwEAAABBAAgAAAAyCsABrgMBAAAARAAIAAAAMgrAAVgAAQAAAEEAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfEB22A9GdvuaQHYEAAAALQEBAAQAAADwAQAACAAAADIKIAIwAQEAAABMABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABBQYBAAAAKgAIAAAAMgrQAG0AAQAAAH4AHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMjgGQAjfEB22A9GdvuaQHYEAAAALQEBAAQAAADwAQAACAAAADIKFAFXBQEAAAAxABwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAAAEAAAA8AEBAAgAAAAyClgCmAEBAAAAMQAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdqtOQnZAAAAAyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAAAIAAAAMgoUAd0EAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHarTkJ2QAAAAMjgGQAjfEB22A9GdvuaQHYEAAAALQEAAAQAAADwAQEACAAAADIKwAF2AgEAAAA9AAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHYhAIoCAAAKAAYAAAB4GWZPIQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)），取得了最佳性能表现。这是因为当用户数少于项目数时，通常项目有更多的连接，从而使得项目节点的度通常较高。由此，当使用度矩阵的逆![](data:image/x-wmf;base64,183GmgAAAAAAAOQCEQLsCQAAAAAIXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK9ADvAQEAAAAxYBwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2q05CdkAAAADI4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAdQEBAAAALWIcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUYAAQAAAERhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdiEAigIAAAoABgAAAHIJZpUhAIoC+5pAdgQAAAAtAQEABAAAAPABAAADAAAAAAA=)对邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFYAAEAAABBAwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAACbHWaeIQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)右侧进行L1归一化时，可以使得度较低的用户节点在传播过程中的影响力被增强，从而有助于捕捉用户的独特偏好。而当用户数多于项目数时，也是同样的道理。
3. 从**L1和L2归一化**的角度出发。从不同方向对邻接矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIKYAFYAAEAAABBAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAAYAAAAzFWa7IQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)进行归一化处理时，大多数情况下LightGCN在使用L2范数时的性能表现更好。相比之下，多个基于L1范数的归一化方案，在迭代训练中期就出现了显著的过拟合问题（表现出了：使用dropout等正则化手段，对于性能提升的潜力）。然而，对于异常值更敏感的L1范数而言，如若根据数据集中用户和项目数的比例关系，选择在特定的位置处进行L1归一化处理（比如，在Gowalla邻接矩阵的右侧进行L1归一化，其在NDCG上取得了优势明显的性能表现），反而能获得更激进的最佳性能表现。
4. **考虑注意力**

引入注意力修改LightGCN的**方案**有：引入可学习的注意力权重考虑如何组合各层生成的嵌入结果，用于代替原文直接将不同层的嵌入结果加和平均的嵌入组合方式；或进一步地引入解耦的用户和项目注意力考虑如何嵌入组合。也可以将包含各层嵌入结果的embs同时赋值给Q、K、V，从而通过计算缩放点积注意力的方式，代替原本包含各层嵌入结果的embs，继而完成后续的嵌入组合；或进一步将根据embs赋值而来的Q、K、V矩阵嵌入维，分别映射到特定维数的查询、键或值空间中去，以获得可调整Q、K、V矩阵嵌入维数的灵活性。

至此，针对前述四种LightGCN网络架构的修改方案，**实验结果**，如表2.3所示。其中，lgn表示基本LightGCN，base-a-lgn表示引入注意力考虑嵌入组合，finer-a-lgn表示引入解耦的用户和物品注意力考虑嵌入组合，sdp-a-lgn表示引入缩放点积注意力来代替包含各层嵌入结果的embs，w-sdp-a-lgn表示引入带有线性投影的缩放点积注意力来代替embs，实验默认参数为：decay=1e-4、lr=0.001、layer=3、seed=2024、topks=[20]、recdim=64、epochs=100、l1=False、side\_norm=both。

表2.3 不同注意力引入方案对于LightGCN推荐性能的影响

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Method** | **Gowalla**（稀疏性：8.4e-4） | | | | | |
| **Recall@20** | **Precision@20** | **NDCG@20** | **Diversity** | | **备注** |
| lgn | 0.1393 | 0.0419 | 0.1198 | | 309.71 |  |
| base-a-lgn | 0.0790 | 0.0219 | 0.0578 | | 294.93 |  |
| finer-a-lgn | 0.0817 | 0.0226 | 0.0593 | | 291.16 |  |
| sdp-a-lgn | 0.1341 | 0.0396 | 0.1069 | | 527.19 |  |
| w-sdp-a-lgn | 0.0496 | 0.0129 | 0.0270 | | 505.55 | attention\_dim=8 |

参考表2.3，可进行如下**实验结果分析**：

1. 关于引入可学习的注意力权重**考虑嵌入组合**（base-a-lgn）。实验证明，额外使用随机初始化的线性层学习嵌入组合权重![](data:image/x-wmf;base64,183GmgAAAAAAABECewLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK4AEtAQEAAABrABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2q05CdkAAAACo4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAtBlmUiEAigL7mkB2BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)各分量的取值，实际效果不如原文将不同层次的嵌入结果直接加和平均。本质上，不同卷积聚合层生成的嵌入平滑结果，表达了不同层次的抽象关联（比如，第二层生成的用户表征，是根据具有交互项目重叠的全部用户的平滑结果）。因此，伴随图卷积层的增加，邻域聚合可能会导致嵌入表征的取值愈加平滑。至此，在迭代训练的过程中，由于可学习嵌入组合权重![](data:image/x-wmf;base64,183GmgAAAAAAABECewLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqOAZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK4AEtAQEAAABrABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2q05CdkAAAACo4BkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAtBlmUiEAigL7mkB2BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)各分量取值的剧烈变化，可能严重影响了嵌入组合关于应对嵌入结果过平滑问题的实际效果。
2. 关于引入解耦的用户和物品注意力权重**考虑嵌入组合**（finer-a-lgn），本方案学习获得的每个维度为（user\_num+item\_num, 1）的嵌入组合权重分量![](data:image/x-wmf;base64,183GmgAAAAAAAMECngLsCQAAAACiXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOEZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK4AHoAQEAAABpeQgAAAAyCuABLQEBAAAAawAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOEZACN8QHbYD0Z2+5pAdgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAa0BAQAAACwAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHarTkJ2QAAAAFjhGQAjfEB22A9GdvuaQHYEAAAALQEAAAQAAADwAQEACAAAADIKgAEcAAEAAABhAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHYhAIoCAAAKAAYAAACrIWa6IQCKAvuaQHYEAAAALQEBAAQAAADwAQAAAwAAAAAA)，都对应一个卷积聚合层生成的嵌入结果，从而实现了针对每个用户和物品节点的精细化嵌入组合考量。实验证明，相较于base-a-lgn采用维度为（1, layer+1, 1）的可学习嵌入组合权重![](data:image/x-wmf;base64,183GmgAAAAAAABECewLsCQAAAACXXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A8PMZACN8QHbYD0Z2+5pAdgQAAAAtAQAACAAAADIK4AEtAQEAAABrABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2q05CdkAAAADw8xkAI3xAdtgPRnb7mkB2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABHAABAAAAYXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB2IQCKAgAACgAGAAAAgAxmTyEAigL7mkB2BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，这种细粒度更高的嵌入组合方法，能够一定程度上提高嵌入组合的效果。然而，该方案本质上仍和base-a-lgn方法一样，缺乏应对深层卷积聚合结果的过平滑问题。换而言之，这也印证了原文嵌入组合方式的简洁性（即：无可学习参数）与对嵌入结果过平滑问题的应对能力。
3. 关于引入缩放点积注意力**重构包含各层嵌入结果的embs**（sdp-a-lgn），继而用于后续的嵌入组合工作。本方案通过将注意力权重与值矩阵embs相乘的方式，企图捕捉每个节点在图中的重要性以及和其它节点间的关联程度。实验表明，本方案没有显著提升LightGCN模型的推荐性能，其仅在推荐结果的多样性方面提升明显。这可能是因为引入自注意力机制重构各层生成的嵌入结果，导致了节点嵌入的表示学习发生了变化，使得LightGCN更注重节点间的关联性，而非节点本身的属性特征。这将导致LightGCN更倾向于探索与用户历史行为相似的新项目，从而提升了推荐的多样性，但其对于推荐的召回率和精确度影响较小。
4. 关于引入带有线性投影的缩放点积注意力**重构embs**（w-sdp-a-lgn）。相较于sdp-a-lgn，本方案提供了手动灵活调整Q、K、V矩阵嵌入维数的灵活性。考虑到运行时间，本次实验并没有充分尝试超参attention\_dim不同取值，对于LightGCN模型推荐性能的影响。仅就attention\_dim=8时而言，其在召回率及NDCG等方面的推荐性能表现不佳。