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# Projektanforderungen

Von der Geschäftsleitung wurde eine Anzahl an Anforderungen gestellt. Diese sollen hier kurz erläutert werden:

**1. Skalierbarkeit und Zukunftssicherheit**

Die Firma soll auch in Zukunft wachsen. Sowohl die neuen Gebäude als auch die dazugehörige Infrastruktur soll diesem geplanten Wachstum Rechnung tragen. Da durch den Umzug die Chance zur kompletten Neuinstallation der Netzwerktechnik besteht, sollte diese bei dieser Gelegenheit zukunftssicher ausgelegt sein.

**2. Ausfallsicherheit**

In den alten Geschäftsräumen kam es immer wieder zu Netzwerkausfällen durch defekte Hardware. Dies führte zu hohen Ausfallzeiten und daher zu Beeinträchtigungen der gesamten Firma, welche unnötige finanzielle Schäden nach sich zogen. Um dies zu verhindern soll das neue Netzwerk mit dem Ziel entwickelt werden, hohe Ausfallsicherheit zu gewährleisten.

**3. Performance**

Über das Netzwerk werden große Datenmengen übertragen. Lange Übertragungszeiten führen zu unnötigen Wartezeiten bei den Nutzern. Dies verschwendet einerseits zu Arbeitszeit, andererseits reduzieren langsame Systeme die Arbeitsqualität deutlich.

**4. Schnelle Internetanbindung**

Das Unternehmen steht regelmäßig im Austausch mit anderen Firmen. Bei Partnerschaften werden regelmäßig Daten im Netzwerk der Firma gehostet. Diese dürfen die Firma aufgrund von Sicherheitsvorschriften nicht verlassen und werden daher zu den Unternehmspartnern gestreamt. Hierfür ist eine potente Internetleitung nötig, da sowohl Upload als auch Download stark belastet werden können.

# Projektrandbedingungen

Durch den Umzug in neue Gebäudekomplexe ist die Verkabelung komplett neu zu realisieren. Daher ergeben sich aus dieser Sicht keine Einschränkungen.

Weiterhin ist der Geschäftsleitung ein performantes und ausfallsicheres System sehr wichtig. Daher stellt diese ein ausreichend großes Budget zur Verfügung. Zur Kostenreduzierung sollen alte, schnell ersetzbare und ausfallsichere Komponenten wie Layer2- Switches wiederverwendet werden.

Die neuen Firmengebäude befinden sich in der Nähe eines Internetknotenpunktes. Es sind Leerrohre zwischen den einzelnen Gebäuden verlegt. Jedes Gebäude verfügt über eine separate Stromversorgung.

# Risiken

Durch die hohe Anzahl der Mitarbeiter können große Kollisionsdomänen entstehen. Diese führen unter Umständen zu sogenannten „Broadcast-Storms“, welche große Teile der Netzwerkleitung belegen.

Ein Ausfall zentraler Komponenten könnte zum Ausfall der gesamten Firma führen. Es ist eine wesentliche Anforderung der Geschäftsleitung dies zu verhindern.

Durch einen Stromausfall im Rechenzentrum der Firma können wichtige Daten verloren gehen oder korrumpiert werden,

# Umsetzungsmöglichkeiten

Die ambitionierten Projektanforderungen werden nicht durch ein enges Budget begrenzt. Es wurde daher die im logischen Netzwerkplan zu sehende Topologie entworfen. Diese erfüllt die Anforderungen wie folgt:

Kritische Komponenten werden redundant ausgelegt (AS, CS). Von diesen darf eine ausfallen, ohne die Funktion des Netzwerkes zu kompromittieren. Sie sind so ausgelegt, dass die verbliebene Komponente die Mehrleistung auffangen kann.

Das Datenzentrum ist mit USPs ausgestattet. Diese sind groß genug ausgelegt, als das im Falle eines Stromausfalls ein Herunterfahren der Server in 10 Minuten gesichert werden kann. Dies gibt genug Zeit um kritische Daten zu sichern, sodass keine Datenverluste drohen.

Gegen einen Stromausfall in den restlichen Gebäuden werden keine Maßnahmen getroffen, da hier eine Lösung nicht wirtschaftlich wäre.

Es sind zwei Internetleitungen vorhanden. Durch den Sitz Nähe eines Internetknotenpunktes und dem Neubau der Gebäude kann eine der beiden Leitungen per Glasfaser direkt bis in die Zentrale gelegt werden. Diese Leitung garantiert die hohen Übertragungsraten, die für die Belegschaft und das Datenstreaming zu Kunden benötigt wird. Als Backupleitung wird eine synchrone 100Mbit/s-Leitung verwendet. Mit den ISPs werden entsprechende SL-Agreements zur Verfügbarkeit abgeschlossen.

Im Core-Bereich und im Rechenzentrum werden Glasfaserkabel verwendet. Diese garantieren auf lange Zeit die Zukunftssicherheit des Systems durch sehr hohe Übertragungsraten.

Für die Gebäude A, B und C wird jeweils ein eigenes Subnetz gebildet. Dieses wird an der Stelle der DS verwaltet. In den Gebäuden werden in jedem Stockwerk zwei Layer-2-Switche verwendet. Diese sind alte 40-Port Switche, Sie werden aus dem vorherigen Firmengebäude übernommen. Jeder der ist mit beiden DS eines Gebäudes verbunden. Ein Ausfall eines DS kann so kompensiert werden. Beim Ausfall eines der Layer-2-Switche müssen die Kabel des jeweiligen L2S auf den anderen L2S umgesteckt werden. Diese bieten genug Steckplätze, um problemlos einen Ausfall zu kompensieren. Durch die erhöhte Anzahl an Steckplätzen sind diese auch Zukunftssicher.

Zwischen DS und den L2-Switchen werden Cat-7-Ethernetkabel verwendet, von den L2S zu den Endbenutzerplätzen wird Cat 6 eingesetzt.

In der Zentrale wird ein Subnetz pro Etage gebildet. Dies verkleinert die Kollisionsdomänen wesentlich. Weiterhin erleichtert es das spätere Wachstum, da mehr Adressen pro Subnetz zur Verfügung stehen. Die Switche auf der Etagenebene werden mit 100 Steckplätzen ausgelegt und arbeiten auf Layer 3.