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**Цель:** классифицировать данные с помощью random forest и персептрона с одним скрытым слоем. Сравнить скорость, точность обучения моделей.

**Ход работы**

**Вариант 7**

|  |  |  |
| --- | --- | --- |
| **x1** | **x2** | **e** |
| **4** | **4** | **-9** |
| **4** | **7** | **-9** |
| **7** | **4** | **-3** |
| **7** | **7** | **-3** |

import numpy as np

class Network:

    def \_\_init\_\_(self) -> None:

        self.W = np.random.random(2)

        self.T = lambda x: -3 if x >= 5.5 else -9

        self.a = 0.1

    def train(self, input\_data: np.array, reference\_data: np.array):

        for \_ in range(10000):

            E = 0

            for input, reference in zip(input\_data, reference\_data):

                output = self.T(input @ self.W)

                error = output - reference

                self.W -= self.a \* input \* (error)

                E += error

            if E == 0:

                break

    def sort(self, input):

        return self.T(input @ self.W)

input\_data = np.array([[4, 4], [4, 7], [7, 4], [7, 7]])

reference = np.array([-9, -9, -3, -3])

NN = Network()

NN.train(input\_data, reference)

print(NN.sort(np.array([4, 4])))

print(NN.sort(np.array([4, 7])))

print(NN.sort(np.array([7, 4])))

print(NN.sort(np.array([7, 7])))

**Вывод:** ва.