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**Abstract**

本研究使用金庸的十六部经典武侠小说作为语料库，通过LDA模型对文本进行建模，并将每个段落表示为主题分布以进行分类。本文探讨了设定不同主题个数的影响，并比较了以“词”和以“字”作为基本分析单元对分类性能的影响。此外，本研究还评估了不同段落长度（短文本和长文本）对模型性能的具体影响。

**Introduction**

LDA模型是一种用于文本分析的概率模型，它最早由Blei等人在2003年提出，旨在通过对文本数据进行分析，自动发现其隐藏的主题结构。LDA模型被广泛应用于文本挖掘、信息检索、自然语言处理等领域。基于LDA模型，本次实验将要研究以下几个问题。

从给定的语料库中均匀抽取1000个段落作为数据集（每个段落可以有K个 token，K可以取 20，100，500，1000，3000），每个段落的标签就是对应段落所属的小说。利用 LDA 模型在给定的语料库上进行文本建模，主题数量为T，并把每个段落表示为主题分布后进行分类（分类器自由选择），分类结果使用 10 次交叉验证（i.e.900做训练，剩余100做测试循环十次）。实现和讨论如下问题：

（1）在设定不同的主题个数T的情况下，分类性能是否有变化？

（2）以“词”和以“字”为基本单元下分类结果有什么差异？

（3）不同的取值的K的短文本和长文本，主题模型性能上是否有差异？

**Methodology**

**M1: LDA模型构建**

隐含狄利克雷分配（Latent Dirichlet Allocation，LDA）是一种统计模型，用于发现文档集合中隐藏的主题信息。它是一种无监督的机器学习和自然语言处理技术，广泛应用于文本挖掘和文本分析领域。

LDA模型的核心思想是将文本表示为一组概率分布，其中每个文档由多个主题混合而成，每个主题又由多个单词组成。LDA模型的基本原理是先假设一个文本集合的生成过程为：首先从主题分布中随机选择一个主题，然后从该主题的单词分布中随机选择一个单词，重复上述过程，直到生成整个文本。具体来说，LDA模型的生成过程包括以下三个步骤：

1）对一篇文档的每个位置，从主题分布中抽取一个主题；每个文档的主题分布遵循一个狄利克雷分布。

2）从上述被抽到的主题所对应的单词分布中抽取一个单词；这个分布也遵循一个狄利克雷分布。

3）重复上述过程直至遍历文档中的每一个单词。

在数学上，LDA可以表述为：设𝛼和𝛽是狄利克雷分布的参数。每个文档𝑑有一个主题分布𝜃𝑑，𝜃𝑑∼𝐷𝑖𝑟(𝛼)；每个主题𝑘有一个词分布𝜙𝑘，𝜙𝑘∼𝐷𝑖𝑟(𝛽)。对于每个文档中的每个词𝑤𝑑,𝑛，首先选择一个主题 𝑧𝑑,𝑛∼𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝜃𝑑)，然后从这个主题对应的词分布中选择一个词 𝑤𝑑,𝑛∼𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙()*。*

LDA模型提供了一个强大的框架来处理自然语言文本中的隐含结构，但它也有局限性，比如对参数选择敏感，且在处理非常短的文本时效果不佳。尽管如此，它仍然是文本分析中一种非常有价值的工具。

**M2: 随机森林分类器**

随机森林是一种强大的机器学习算法，属于集成学习方法的一种，它通过组合多个决策树的预测结果提高整体性能和准确性。其核心思想是利用多个弱学习器（决策树），通过集成它们的预测结果，构建一个更加强大和稳健的模型。这个过程包括三个关键步骤：首先是随机采样。随机森林从训练数据集中随机抽取多个不同的子数据集，这样每棵决策树都会在一个独立的数据子集上进行训练，增加了模型的多样性和泛化能力。接着是构建决策树。针对每个数据子集，随机森林构建一棵决策树。在构建的过程中，通常会采用随机选择特征子集来进行节点分裂，这样可以增加每棵树的独特性，进一步提高整体模型的泛化能力。最后是投票或平均。对于分类问题，每棵决策树都会给出一个类别，而对于回归问题，每棵决策树都会给出一个预测值。随机森林通过投票（分类问题）或平均（回归问题）的方式，汇总所有决策树的预测结果，得到最终的分类或回归结果。随机森林算法能够用于分类和回归任务，并且因其出色的准确性、鲁棒性和易用性而广泛应用于各种领域，包括医疗诊断、金融风险评估、客户流失预测等。

随机森林由多棵决策树构成。每棵树都是在数据集的一个随机子集上训练得到的，这种技术称为自助聚合。在构建每棵树时，随机森林算法还会随机选择一部分特征进行分裂，这增加了模型的多样性，减少了过拟合的风险，并提升了模型的准确性。对于分类问题，随机森林分类器的预测结果是基于所有树的预测结果进行投票或多数决的。每棵树给出一个预测结果，整个模型的输出将是最多树同意的类别。

本次实验中，设定决策树的数量为100，其它参数均使用默认值。

**M3: 支持向量机分类器**

支持向量机（Support Vector Machine，SVM）是一种强大的监督学习算法，用于分类和回归分析。其主要思想是在特征空间中找到一个最优的超平面，将不同类别的数据分隔开来。具体来说，SVM的关键概念包括：首先是超平面，它是一个\(N-1\)维的线性子空间，对于二维空间就是一条直线，对于三维空间就是一个平面。在高维空间中，它是一个超平面。SVM的目标就是找到一个最优的超平面，使得两个不同类别的数据点到这个超平面的距离尽可能地远，从而实现良好的分类。其次是支持向量，它是离超平面最近的数据点，这些数据点对确定超平面起着关键作用。支持向量机的决策边界由这些支持向量完全决定，因此它们在确定分类结果上起着至关重要的作用。

SVM有不同的核函数，用于处理非线性可分的数据。常见的核函数包括线性核函数、多项式核函数和高斯核函数等，它们可以将数据映射到高维空间，从而使得在原始空间中线性不可分的问题在新的高维空间中变得线性可分。SVM的优点包括：在高维空间中有效地处理线性和非线性可分问；通过引入核函数，可以灵活地处理各种类型的数据；在处理小样本、高维度数据和非线性问题时表现良好；由于其最优化的特性，SVM对于泛化能力较强，对于数据量不大的情况也有较好的性能。支持向量机是一种强大的分类器，适用于许多不同的领域，包括文本分类、图像识别、生物信息学等，其优秀的性能和理论基础使其成为机器学习领域中的重要算法之一。

**M4: 多项式朴素贝叶斯分类器**

贝叶斯网络，又称贝叶斯信念网络或贝叶斯有向无环图（DAG），是一种概率图模型，用于表示一组随机变量及其条件依赖关系。它被广泛应用于机器学习和人工智能领域，用于建模不确定性并根据观察数据进行预测。贝叶斯网络由有向无环图（DAG）和条件概率分布表（CPT）组成。节点之间的有向边表示一个随机变量对另一个随机变量的条件依赖关系。通常情况下，如果节点 A 指向节点 B，则表示变量 B 在给定变量 A 的条件下的条件概率。每个节点都有一个条件概率分布表，用于描述该节点在其父节点给定的情况下的条件概率。例如，如果节点 B 有父节点 A，则节点 B 的 CPT 就描述了在给定 A 的取值情况下 B 的取值的概率分布。贝叶斯网络主要适用于以下三种条件：数据量足够大，可以准确地估计条件概率分布表；变量之间的依赖关系是稳定的，不会频繁变化。

多项式贝叶斯基于原始的贝叶斯理论，但假设概率分布是服从一个简单多项式分布。多项式分布来源于统计学中的多项式实验，这种实验可以具体解释为：实验包括n次重复试验，每项试验都有不同的可能结果。在任何给定的试验中，特定结果发生的概率是不变的。

**M5: KNN分类器**

K最近邻（KNN）是一种基本的分类和回归方法，其原理简单直观。对于一个未知样本，KNN算法会在训练集中找出与该样本最相似的K个样本，然后根据这K个样本的类别进行投票（分类问题）或者计算平均值（回归问题），来确定该样本的类别或者值。KNN主要适用于一下三种情况：由于KNN算法在预测时需要计算未知样本与所有训练样本之间的距离，因此数据集较大时计算开销会很高，不太适合使用KNN算法；KNN算法在高维空间中容易受到维度灾难的影响，因此适合处理维度较低的数据集；KNN算法假设样本分布均匀，即相似的样本在特征空间中聚集在一起。

**M6: 文本分类整体方法**

本研究的整体方法如下：

1. 数据清洗：以金庸16部小说集为语料库，首先进行数据清洗，除去停用词和非中文字符。若以词为单位，则还需基于jieba库对文本进行分词。
2. 抽取段落：语料库为金庸的16部小说集，因此从语料库中均匀抽取1000个段落作为数据集时，每部小说选取63个K词段落即可。选择时可从前往后进行选取，确保选择不重复的段落。将选定的段落的段落编号、文章标签和段落内容等信息保存下来。
3. LDA模型训练：首先根据步骤2中抽取的段落构建字典和语料库。然后，基于sklearn库中内置的CountVectorizer和LatentDirichletAllocation函数对语料库进行训练，提取主题特征向量作为段落的表示，将文本转换为主题分布。
4. 分类器训练：使用随机森林分类器、支持向量机分类器、多项式朴素贝叶斯分类器、KNN分类器对段落进行分类，并使用十折交叉验证方法计算分类器的平均准确度。

**Experimental Studies**

本实验设定LDA主题个数T依次为5、10、20、30、50、100、200、300、500和1000，段落长度K依次为20、100、500、1000和3000，依次以字、词为单位，依次使用随机森林分类器、支持向量机分类器、多项式朴素贝叶斯分类器、KNN分类器。在验证集上得到的分类平均准确率如下所示。

Table 1 随机森林分类器以字为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.1 | 0.09 | 0.19 | 0.17 | 0.05 |
| 10 | 0.03 | 0.08 | 0.09 | 0.19 | 0.19 |
| 20 | 0.03 | 0.04 | 0.14 | 0.25 | 0.27 |
| 30 | 0.04 | 0.03 | 0.18 | 0.19 | 0.4 |
| 50 | 0.07 | 0.05 | 0.16 | 0.22 | 0.35 |
| 100 | 0.06 | 0.08 | 0.15 | 0.18 | 0.75 |
| 200 | 0.05 | 0.09 | 0.11 | 0.39 | 0.88 |
| 300 | 0.1 | 0.08 | 0.2 | 0.41 | 0.63 |
| 500 | 0.06 | 0.21 | 0.24 | 0.56 | 0.7 |
| 1000 | 0.08 | 0.2 | 0.26 | 0.65 | 0.65 |

Table 2 支持向量机分类器以字为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.04 | 0.06 | 0.13 | 0.04 | 0.04 |
| 10 | 0 | 0.08 | 0.03 | 0.04 | 0.07 |
| 20 | 0.02 | 0.04 | 0.21 | 0.17 | 0.26 |
| 30 | 0.04 | 0.07 | 0.17 | 0.14 | 0.36 |
| 50 | 0.08 | 0.1 | 0.21 | 0.15 | 0.31 |
| 100 | 0.09 | 0.07 | 0.22 | 0.12 | 0.77 |
| 200 | 0.09 | 0.1 | 0.17 | 0.44 | 0.82 |
| 300 | 0.06 | 0.11 | 0.19 | 0.54 | 0.48 |
| 500 | 0.09 | 0.24 | 0.2 | 0.52 | 0.54 |
| 1000 | 0.11 | 0.19 | 0.3 | 0.56 | 0.69 |

Table 3 多项式朴素贝叶斯分类器以字为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.04 | 0.06 | 0.13 | 0.03 | 0.03 |
| 10 | 0.03 | 0.08 | 0.03 | 0.03 | 0.04 |
| 20 | 0.03 | 0.03 | 0.07 | 0.12 | 0.18 |
| 30 | 0.05 | 0.07 | 0.09 | 0.14 | 0.3 |
| 50 | 0.07 | 0.08 | 0.08 | 0.11 | 0.29 |
| 100 | 0.09 | 0.09 | 0.07 | 0.11 | 0.64 |
| 200 | 0.1 | 0.1 | 0.11 | 0.38 | 0.65 |
| 300 | 0.08 | 0.12 | 0.21 | 0.45 | 0.45 |
| 500 | 0.05 | 0.16 | 0.22 | 0.41 | 0.46 |
| 1000 | 0.09 | 0.2 | 0.27 | 0.58 | 0.65 |

Table 4 KNN分类器以字为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.12 | 0.06 | 0.21 | 0.19 | 0.14 |
| 10 | 0.09 | 0.08 | 0.1 | 0.19 | 0.16 |
| 20 | 0.03 | 0.07 | 0.14 | 0.15 | 0.31 |
| 30 | 0.09 | 0.06 | 0.09 | 0.16 | 0.46 |
| 50 | 0.05 | 0.11 | 0.1 | 0.16 | 0.43 |
| 100 | 0.11 | 0.12 | 0.1 | 0.2 | 0.67 |
| 200 | 0.07 | 0.09 | 0.13 | 0.51 | 0.78 |
| 300 | 0.06 | 0.17 | 0.25 | 0.49 | 0.48 |
| 500 | 0.1 | 0.16 | 0.28 | 0.56 | 0.57 |
| 1000 | 0.06 | 0.19 | 0.27 | 0.58 | 0.69 |

Table 5 随机森林分类器以词为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.12 | 0.14 | 0.42 | 0.53 | 0.69 |
| 10 | 0.1 | 0.23 | 0.58 | 0.67 | 0.89 |
| 20 | 0.11 | 0.34 | 0.71 | 0.75 | 0.97 |
| 30 | 0.14 | 0.33 | 0.76 | 0.86 | 0.98 |
| 50 | 0.11 | 0.42 | 0.81 | 0.9 | 0.98 |
| 100 | 0.11 | 0.46 | 0.85 | 0.88 | 0.92 |
| 200 | 0.12 | 0.45 | 0.77 | 0.77 | 0.9 |
| 300 | 0.1 | 0.46 | 0.71 | 0.83 | 0.92 |
| 500 | 0.03 | 0.47 | 0.61 | 0.83 | 0.94 |
| 1000 | 0.04 | 0.31 | 0.76 | 0.76 | 0.9 |

Table 6 支持向量机分类器以词为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.1 | 0.18 | 0.36 | 0.45 | 0.56 |
| 10 | 0.12 | 0.2 | 0.54 | 0.7 | 0.85 |
| 20 | 0.13 | 0.31 | 0.68 | 0.8 | 0.96 |
| 30 | 0.13 | 0.39 | 0.83 | 0.88 | 1 |
| 50 | 0.11 | 0.4 | 0.81 | 0.93 | 1 |
| 100 | 0.13 | 0.42 | 0.77 | 0.89 | 0.99 |
| 200 | 0.13 | 0.46 | 0.85 | 0.88 | 0.99 |
| 300 | 0.1 | 0.48 | 0.77 | 0.86 | 0.99 |
| 500 | 0.03 | 0.43 | 0.74 | 0.73 | 0.96 |
| 1000 | 0.03 | 0.36 | 0.79 | 0.67 | 0.8 |

Table 7 多项式朴素贝叶斯分类器以词为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.07 | 0.18 | 0.35 | 0.47 | 0.48 |
| 10 | 0.05 | 0.18 | 0.47 | 0.66 | 0.79 |
| 20 | 0.07 | 0.3 | 0.67 | 0.8 | 0.98 |
| 30 | 0.09 | 0.32 | 0.75 | 0.87 | 1 |
| 50 | 0.09 | 0.38 | 0.76 | 0.92 | 1 |
| 100 | 0.08 | 0.45 | 0.82 | 0.89 | 0.99 |
| 200 | 0.09 | 0.46 | 0.82 | 0.86 | 1 |
| 300 | 0.06 | 0.48 | 0.76 | 0.84 | 0.97 |
| 500 | 0.03 | 0.44 | 0.75 | 0.78 | 0.99 |
| 1000 | 0.03 | 0.36 | 0.83 | 0.77 | 0.83 |

Table 8 KNN分类器以词为单位验证集分类平均准确率

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| K  T | 20 | 100 | 500 | 1000 | 3000 |
| 5 | 0.07 | 0.2 | 0.38 | 0.47 | 0.65 |
| 10 | 0.09 | 0.24 | 0.52 | 0.62 | 0.86 |
| 20 | 0.1 | 0.29 | 0.58 | 0.8 | 0.98 |
| 30 | 0.09 | 0.28 | 0.73 | 0.89 | 0.99 |
| 50 | 0.1 | 0.29 | 0.76 | 0.88 | 1 |
| 100 | 0.1 | 0.29 | 0.65 | 0.84 | 0.98 |
| 200 | 0.09 | 0.28 | 0.71 | 0.75 | 0.94 |
| 300 | 0.13 | 0.29 | 0.63 | 0.76 | 0.94 |
| 500 | 0.1 | 0.25 | 0.45 | 0.68 | 0.82 |
| 1000 | 0.1 | 0.29 | 0.64 | 0.6 | 0.68 |

根据以上表格，可以总结出以下规律：

1. 设定不同的主题个数 T，分类性能会有一定程度的变化。在一定范围内，T越大分类器的分类性能越好。然而超过范围后，T继续增大，分类器的分类性能反而变差。这可能是因为随着主题数量的增加，从小说中提取的语义特征的表达能力越强，进而被分类器正确分类的概率越大。而主题数量过多，分类问题复杂性较大，分类效果变差。因此T选择30-200之间较为合适。
2. 设定不同的段落长度K，分类性能会有显著的差异。在一定范围内，K越大分类器的分类性能越好。这可能是因为随着段落长度的增加，LDA模型可以观察到更多单词的组合和上下文信息，使得模型更容易捕捉文本中隐藏的主题结构和关联性。这种差异对于基于LDA模型的文本分类性能的影响是显著的。因此K选择3000最为合适。
3. 分别以词和以字为基本单元，分类结果差异较大。对比分类结果可以发现，以字为基本单元的分类性能低于以词为基本单元。这可能是因为基于词的主题分布更能反映出各小说之间在语言风格和文学特征上的不同之处，而基于字的主题分布可能受到文学特征的影响较小。
4. 在以字为基本单元进行分析时，随机森林分类器的表现效果最好，在验证集上得到的分类平均准确率最高可达0.88。在以词为基本单元进行分析时，支持向量机分类器、多项式朴素贝叶斯分类器和KNN分类器均可在合适的K、T取值下在验证集上得到的分类平均准确率达到1。

**Conclusions**

1. 设定不同的主题个数 T，分类性能会有一定程度的变化。在一定范围内，T越大分类器的分类性能越好。然而超过范围后，T继续增大，分类器的分类性能反而变差。这可能是因为随着主题数量的增加，从小说中提取的语义特征的表达能力越强，进而被分类器正确分类的概率越大。而主题数量过多，分类问题复杂性较大，分类效果变差。因此T选择30-200之间较为合适。
2. 设定不同的段落长度K，分类性能会有显著的差异。在一定范围内，K越大分类器的分类性能越好。这可能是因为随着段落长度的增加，LDA模型可以观察到更多单词的组合和上下文信息，使得模型更容易捕捉文本中隐藏的主题结构和关联性。这种差异对于基于LDA模型的文本分类性能的影响是显著的。因此K选择3000最为合适。
3. 分别以词和以字为基本单元，分类结果差异较大。对比分类结果可以发现，以字为基本单元的分类性能低于以词为基本单元。这可能是因为基于词的主题分布更能反映出各小说之间在语言风格和文学特征上的不同之处，而基于字的主题分布可能受到文学特征的影响较小。
4. 在以字为基本单元进行分析时，随机森林分类器的表现效果最好，在验证集上得到的分类平均准确率最高可达0.88。在以词为基本单元进行分析时，支持向量机分类器、多项式朴素贝叶斯分类器和KNN分类器均可在合适的K、T取值下在验证集上得到的分类平均准确率达到1。
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