梯度下降算法:

思想： 1.随机初始化![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHaYRAoZMNNyAOTXGAA4l212gAFxdg1EZhMEAAAALQEAAAkAAAAyCgAAAAABAAAAcXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAANRGYTAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

2.迭代，新的![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHYPRArQMNByAOTXGAA4l212gAFxdqtDZmsEAAAALQEAAAkAAAAyCgAAAAABAAAAcXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACrQ2ZrAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)能够使得J(![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZvQQrx8NJyAOTXGAA4l212gAFxdg1EZigEAAAALQEAAAkAAAAyCgAAAAABAAAAcXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAANRGYoAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA))更小

3.如果J(![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZvRQqeENNyAOTXGAA4l212gAFxdg1EZkYEAAAALQEAAAkAAAAyCgAAAAABAAAAcXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAANRGZGAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA))能够继续减少，返回2做

![](data:image/x-wmf;base64,183GmgAAAAAAAMAMYAQBCQAAAACwVgEACQAAA78CAAAEAM0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgBMAMCwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+ADAAAGAQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACIgcFAAAAEwIAAnAJBQAAAAkCAAAAAgUAAAAUAmACwgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A5NcYADiXbXaAAXF2t0FmnQQAAAAtAQEADAAAADIKAAAAAAMAAAA6KCkA4AhiAQADBQAAABQCwwIYARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDk1xgAOJdtdoABcXa3QWadBAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAamoOA7wBBQAAABQC7wPwCBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDk1xgAOJdtdoABcXa3QWadBAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAamq8AQUAAAAUAmACxAkcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A5NcYADiXbXaAAXF2t0FmnQQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAEpqAAMFAAAAFAJgAhYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZnLgqZcNNyAOTXGAA4l212gAFxdrdBZp0EAAAALQEBAAQAAADwAQIADQAAADIKAAAAAAQAAABxcWFxDgOoAjwFAAMFAAAAFAKMA+4HCQAAADIKAAAAAAEAAABxagADBQAAABQCbgHmBxwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2YkUK35DTcgDk1xgAOJdtdoABcXa3QWadBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAtmoAAwUAAAAUAmACHAIKAAAAMgoAAAAAAgAAAD0tugIAAwUAAAAUAowDNAcJAAAAMgoAAAAAAQAAALYtAAPNAAAAJgYPAJABQXBwc01GQ0MBAGkBAABpAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgSEuANxAwAbAAALAQACAINqAAABAQAKAgCCOgACBIY9AD0CBIS4A3EDABsAAAsBAAIAg2oAAAEBAAoCBIYSIi0CBISxA2EDAAsAAAEAAgSGAiK2AAEAAgSGAiK2AgSEuANxAwAbAAALAQACAINqAAABAQAAAAoCAINKAAIAgigAAgSEuANxAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC3QWadAAAKADgAigEAAAAA/////xTiGAAEAAAALQEDAAQAAADwAQIAAwAAAAAA)

![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHaSRAqcUNNyAOTXGAA4l212gAFxdiBEZsgEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBISxA2EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAgRGbIAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA):学习率或步长 J(![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARYAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHZvRQqeENNyAOTXGAA4l212gAFxdg1EZkYEAAAALQEAAAkAAAAyCgAAAAABAAAAcXkAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS4A3EAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAANRGZGAAAKADgAigEAAAAA/////xTiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA))为目标函数

批处理(批量)梯度下降算法：

拿到所有样本后，迭代![](data:image/x-wmf;base64,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)直到收敛。

随机梯度下降算法：

拿到一个样本后，迭代![](data:image/x-wmf;base64,183GmgAAAAAAAEARgAIACQAAAADRTQEACQAAA7YCAAACAPgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAkARCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8AEQAANQIAAAUAAAAJAgAAAAIFAAAAFAL0ADwIHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOTXGAA4l212gAFxdmdEZskEAAAALQEAABUAAAAyCgAAAAAJAAAAKGkpKGkpKGkpAEgAPgBqBEgAPgCHAkgAPgC8AQUAAAAUAqABwgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A5NcYADiXbXaAAXF2Z0RmyQQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAADooeWgoeCkpeAAwBX4A4wKDAX4A1QF+ALoAAAMFAAAAFAIDAhgBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAOTXGAA4l212gAFxdmdEZskEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAABqamq4DgM/DLwBBQAAABQCAwIZCxwAAAD7AiL/AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2fkQKuXDTcgDk1xgAOJdtdoABcXZnRGbJBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcXm8AQUAAAAUAqABFgAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAdvpDCnIw0HIA5NcYADiXbXaAAXF2Z0RmyQQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAHFxYbkOA64CAAMFAAAAFAKgARwCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHZ+RAq6cNNyAOTXGAA4l212gAFxdmdEZskEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAAA9Ky1yugJpBAAD+AAAACYGDwDlAUFwcHNNRkNDAQC+AQAAvgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhLgDcQMAGwAACwEAAgCDagAAAQEACgIAgjoAAgSGPQA9AgSEuANxAwAbAAALAQACAINqAAABAQAKAgSGKwArAgSEsQNhAgCCKAACAIJ5AAMAHAAACwEBAQACAIIoAAIAgmkAAgCCKQAAAAoCBIYSIi0CAIJoAAMAGwAACwEAAgSEuANxAAEBAAoCAIIoAAIAgngAAwAcAAALAQEBAAIAgigAAgCCaQACAIIpAAAACgIAgikAAgCCKQACAIJ4AAMAHQAACwEAAgCDagAAAQACAIIoAAIAgmkAAgCCKQAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMlnRGbJAAAKADgAigEAAAAAAAAAABTiGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，再拿到第二个样本后再次迭代，直到最后一个样本迭代结束。

即loop{

For i=1 to m , {

![](data:image/x-wmf;base64,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)

}

}

Mini-batch梯度下降算法：

每拿到若干样本的平均梯度作为更新方向，假如共有m个样本，每个训练集的子集都有c个样本，那么整个训练集可以分为m/c个mini-batch，c等于1时就是随机梯度下降。