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# **Architecture**

## Edge Class

Extending from “FastPriorityQueueNode” Class

Attributes: - “vert” integer

- “parent” integer

# **Graph construction**

## getDistinctColors() function:

### **Description:**

No parameters

body: a hash set of integers is defined named “distinctSet” which will only add the unique colors of the image. Then, a nested for loop is created to pass on every single pixel in our input image “aimImage”. The outer loop passes on x-coordinates, while the inner loop passes on y-coordinates. Inside the inner loop, “codeColors” function is called taking the current pixel as an argument. The function returns an integer of the final encoded Color stored in “encodedColor” integer variable, which is added to “distinctSet” set in the following line. At the end of the function, a list named “listOfDistinct” is defined which will store the “distinctSet” after being converted to list then the count of the list is stored in “noColors” variable.

### **Code:**

public void getDistinctColors()

{

HashSet<int> distinctSet = new HashSet<int>();

for (int x = 0; x < aimImage.GetLength(0); x++)

{

for (int y = 0; y < aimImage.GetLength(1); y++)

{

int encodedColor = colorCoding.codeColors(aimImage[x, y]);

distinctSet.Add(encodedColor);

}

}

listOfDistinct = distinctSet.ToList();

noColors = listOfDistinct.Count;

}

### **Analysis**:

Function’s Order: O (outer loop) \*O (inner loop) \*O (inner body) + O (rest of the function)

Let width of image = N and height of image =H.

Note: in all test cases, the width is greater than or equal to the image’s height.

O (outer loop) = / O (inner loop) =

O (inner body) = O (code Colors) + O (Set insertion) =

O (rest of the function) =

Final Order =

## getEculideanDistance() function:

### **Description**

parameters: “src” & “dst” of type “Edge” Class which carries the vertex node and its parent node

body: the nodes of “src” and “dst” of type “Edge” are decoded using decodeColors() function to use red, blue and green separately and calculate the Eculidean distance between “src” and “dst” and return “res” variable storing this Ecuildean distance.

### **Code**:

public static double getEculideanDistance(Edge src, Edge dst)

{

colorCodingClass =new colorCodingClass();

double res;

RGBPixel srcRGB = colorCodingClass.decodeColors(src.vert);

RGBPixel dstRGB = colorCodingClass.decodeColors(dst.vert);

float X = dstRGB.red - srcRGB.red;

float Y = dstRGB.green - srcRGB.green;

float Z = dstRGB.blue - srcRGB.blue;

res = Math.Sqrt((X \* X) + (Y \* Y) + (Z \* Z));

return res;

}

### **Analysis**

Function’s Order:

## codeColors() function:

### **Description**

parameters: “pixel” of type “RGBPixel”.

body: the whole color code of “pixel” is stored inside an integer variable named “enCodedColor”. This is done by adding the red color (represented in 1 byte) after being shifted to the left by 16 bits to the green color (represented in 1 byte) after being shifted to the left by 8 bits. Then, the result is added to the blue color. Finally, “enCodedColor” variable, which holds the code of the three colors together, is returned at the end.

### **Code:**

public int codeColors(RGBPixel pixel)

{

int enCodedColor = (pixel.red << 16) + (pixel.green << 8) + pixel.blue;

return enCodedColor;

}

### **Analysis**

Function’s Order:

## decodeColors() function:

### **Description**

parameters: “codedColor” of type integer which carries the whole RGB code.

body: “res” variable of type “RGBPixel” carries three attributes of type “byte”; “red”, “green” and “blue”. We set red to “codedColor” after being shifted rightwards by 16 bits casted to byte. The same applies to green but 8 bits not 16. Finally, blue is set to “codedColor” casted to byte and at the end “res” variable is returned.

### **Code:**

public RGBPixel decodeColors(int codedColor)

{

RGBPixel res;

res.red = (byte)(codedColor >> 16);

res.green = (byte)(codedColor >> 8);

res.blue = (byte)(codedColor);

return res;

}

### **Analysis**

Function’s Order:

# **Minimum Spanning Tree**

## buildingMST() function:

### **Description**

No parameters

body: A fast priority queue of type edge “fQueue” is defined with the same size as the list of distinct colors size. In the first for loop, all the edges are enqueued inside “fQueue”. Each edge takes the current vertex of “listOfDistinct” with the vertex’s parent set to -1 and the weight is initialized to infinity. In the next line, we defined a variable of type float named “tmp”. Then, we relax all the edges using a while loop. The loop checks that the queue is not empty to start iterating. Inside the loop, “front” of type edge takes the dequeued queue’s front. The while loop mentioned above contains an if condition and a foreach loop. The if condition checks that the front is not the root. If so the “totalWeight” is increased by the value of the front priority and the front edge is added to “minSpanningTreeEdges” list of edges. Considering the foreach loop, it passes on each edge inside the “fQueue” except the dequeued front. Then, “tmp” variable carries the value that is returned from “getEculideanDistance” function calculating the distance between the current edge “e” and the front edge. If this “tmp” is smaller than the priority of current edge “e”, the parent of “e” is updated to the “vert” of front and the priority of “fQueue” is updated again to rearrange the queue.

### **Code:**

private void buildingMST()

{

FastPriorityQueue<Edge> fQueue = new FastPriorityQueue<Edge>(listOfDistinct.Count);

//All the edges are enqueued inside fQueue

//Each edge takes the current vertex of "listOfDistinct" with parent set to -1

//Edge's weight is set to infinity

for (int i = 0; i < listOfDistinct.Count; i++)

fQueue.Enqueue(new Edge(listOfDistinct[i], -1), int.MaxValue);

float tmp;

while (fQueue.Count != 0) //if the queue isn't empty

{

Edge front = fQueue.Dequeue(); //the queue's front is dequeued

if (front.parent != -1) //if the front is not the root

{

totalWeight+= front.Priority;

minSpanningTreeEdges.Add(front);

}

foreach (var e in fQueue) //each vertex inside the queue except front

{

tmp = (float)getDistanceClass.getEculideanDistance(e, front);

if (tmp < e.Priority)

{

e.parent=(front.vert); //setting the parent of e to front’s vert

fQueue.UpdatePriority(e, tmp); //Updating queue

}

}

}

}

### **Analysis**

Function’s Order: O (for loop) + O (while loop)

O (for loop) = #iterations \* O (body) =D times \* O (enqueue)=

D\*=

O (while loop) = #iterations\*(O (dequeue) + O (if cond.) +O (foreach)) =

=

# **Palette Generation**

## getInxMaxEdge() function:

### **Description**

Function: returns the index of maximum weighted edge.

parameters: “mst” List of edges that exist in the Minimum Spanning Tree

body: Firstly, “ind” & “max” variables are set to 0. Then, a for loop is entered to pass on each edge in “mst” list. If the weight (Priority) of the current element is greater than the max, the max is set to this weight and “ind” is set to the index of the current element. After finishing the loop, “ind” is returned.

### **Code:**

public int getInxMaxEdge(List<Edge> mst)

{

int ind = 0;

float max = 0;

for (int i = 0; i < mst.Count; i++)

{

if (mst[i].Priority > max)

{

max = mst[i].Priority;

ind = i;

}

}

return ind;

}

### **Analysis**

Function’s Order: O (for loop) + O (the rest of function)

Let E=mst.Count (number of edges)

Order of for loop: # times \* loop body= E \* 1 =

Order of the rest=

Function’s Order=

## removeEdge() function:

### **Description**

parameters: Edge “e”

body: Firstly, a new object of “Edge” Class is returned by sending the following attributes in its constructor; vertex, parent and weight. The sent vertex is “vert” of “e”. The sent parent is “parent” variable and the sent weight is -1 because setting it to a negative value means removing it as MST Algorithm isn’t applied on negative weighted edges.

### **Code:**

public Edge removeEdge(Edge e)

{

return new Edge(e.vert,e.parent,-1);

}

### **Analysis**

Function’s Order:

## getClusters() function:**Description**

parameters: “vertices” list of integers and “mst” list of edges

Function: returns a list of clusters

body: two dictionaries are defined; “adj”, “color” in addition to “clusters” list of “list of integers” type and “ind” variable set to -1. First for loop is created to pass on every element of “vertices” list. In each iteration, the current vertex with color “w” (refers to white) is added to “color” dictionary. Plus, the current vertex with an empty list of integers is added to “adj” dictionary. Second for loop is created to pass on every element of “mst” list. In each iteration, the priority of current edge of “mst” is checked. If it is not equal to -1 (removed), the “parent” will be added to the adjacency list of edge’s “vert” and vice versa. In the last for loop, it iterates on the size of vertices list checking if the color of current vertex is white. If so, “ind” is incremented by 1, a new list of integers is added to “clusters” list and DFS () function is called to explore the current vertex

### **Code**

public List<List<int>> getClusters(List<int> vertices,List<Edge> mst)

{

adj = new Dictionary<int, List<int>>();

color = new Dictionary<int, char>();

clusters = new List<List<int>>();

ind = -1;

for (int i = 0; i < vertices.Count; i++)

{

color.Add(vertices[i], 'w');

adj.Add(vertices[i],new List<int>());

}

for (int i = 0; i < mst.Count; i++)

{

if (mst[i].Priority != -1) //isn't a removed edge

{

adj[mst[i].vert].Add(mst[i].parent);

adj[mst[i].parent].Add(mst[i].vert);

}

}

for (int i = 0; i < vertices.Count ; i++)

{

if(color[vertices[i]]=='w')

{

ind++;

clusters.Add(new List<int>());

Dfs(vertices[i]);

}

}

return clusters;

}

### **Analysis**

Function’s Order: O (1st for loop) + O (2nd for loop) + O (3rd for loop) + O (the rest)

Let V= vertices.Count and E=mst.Count

O (1st for loop) = #iterations \* O (Body) =

K times \* =

O (2nd for loop) = #iterations \* O (Body) =

E times \* =

O (3rd for loop) = #iterations \* O (Body) =

K times \* =

O (the rest) =

Order =

## getCentroid() function:

### **Description**

Function: calculates the centroid of each cluster which means getting the representative color of each cluster.

No parameters

body: an object of “colorCodingClass” is instantiated named “codingClass”. Then, a palette dictionary is instantiated. Then, there is a nested for loop. The outer loop passes on each cluster from clusters list. Inside it, there are three integers; “red”, “blue” and “green” initialized to 0. The inner loop passes on every color of current cluster. In each iteration of the inner loop, an object “rGB” of type “RGBPixel” is defined carrying the result of the current color after being decoded. Then, “red” is increased by the value of “red” inside “rGB” and same applies to “blue” and “green”. After finishing the inner loop, all colors are divided by the number of colors of the current cluster. After that, “red”, “green” and “blue” will be passed to attributes, carrying the same names, of a new object of type “RGBPixel” named “p”. Then, “mean” variable of integer type will carry “p” after being coded. Finally, for each cluster both the cluster and its mean will be added to “palette” dictionary.

**Code:**

public void getCentroid()

{

colorCodingClass codingClass = new colorCodingClass();

palette = new Dictionary<int, int>();

for (int i = 0; i < clusters.Count; i++) //for each cluster

{

int red = 0, green = 0, blue = 0;

for (int j = 0; j < clusters[i].Count; j++) //for each color

{

RGBPixel rGB = codingClass.decodeColors(clusters[i][j]);

red += rGB.red;

green += rGB.green;

blue += rGB.blue;

}

red /= clusters[i].Count;

green /= clusters[i].Count;

blue /= clusters[i].Count;

RGBPixel p;

p.red = (byte)red;

p.green = (byte)green;

p.blue = (byte)blue;

int mean = codingClass.codeColors(p);

foreach (var l in clusters[i])

{

palette.Add(l, mean);

}

}

}

### **Analysis**

Function’s Order: O (for loop)

Let Count of Clusters = C and L= colors of one cluster

O (for loop) = #iterations \*(O (inner loop) +O(foreach)+O(rest))

O (inner loop) =#iterations \* O (decode Colors) + O (rest)=

O (foreach) = #iterations \* O (body) = L \* =

= C \* (

(Distinct Colors)

## generatePalette() function:

### **Description**

Function: returning a color palette dictionary

parameters: “dis” List of integers, “mst” List of edges that exist in the Minimum Spanning Tree and integer “k”

body: Firstly, “mst” list values are passed to “TreeEdges” list. Integer “x” is set to “k” and integer “ind” is initialized. While x is greater than 1, “ind” variable is set to the returned value from “getInxMaxEdge” function of “TreeEdges” list then the edge at index “ind” is removed using “removeEdge” function and x is decremented. After the loop, a list named “c” carries the returned list of clusters from “getClusters” function. Then, “getCentroid” function is called to add elements to “palette” dictionary then “palette” dictionary is returned.

### **Code**

public Dictionary<int,int> generatePalette(List<int> dis,List<Edge> mst, int k)

{

TreeEdges = mst;

int x = k;

int ind;

while (x > 1)

{

ind = getInxMaxEdge(TreeEdges);

mst[ind] = removeEdge(TreeEdges[ind]);

x--;

}

List<List<int>> c = getClusters(dis, TreeEdges);

getCentroid();

return palette;

}

### **Analysis**

Function’s Order: O (while) + O (the rest)

O (while) = (K-1) times \* (O(getInxMaxEdge)+O(removeEdge)) =

O (the rest) = O (getClusters) + O (getCentroid) + O (1) =

# **Bonus**

## getMean () function:

### **Description**

parameters: “tmp” list of Edges

body: “result” variable is initialized to 0. Then, it is incremented by the value of every element of “tmp” list inside a for loop. After the loop, result is set to the result divided by (the count of “tmp” list – 1) which refers to the mean. At the end, “result” is returned.

public double getMean(List<Edge> tmp)

{

double result = 0;

for (int i = 0; i < tmp.Count; i++)

{

result += tmp[i].Priority;

}

result =result/ (tmp.Count()-1);

return result;

}

### **Analysis**

Function’s Order: O (for loop) \* O (body) + O (rest)

Let the size of “tmp” = E

O (for loop) = / O (body) = O (rest) =

Final Order =

## standardDeviation () function:

### **Description**

parameters: “tmp” list of Edges

body: “result” and “sum” variables are initialized to 0. Then, a variable named “mean” is set to the returned value from “getMean()” function. Then, “sum” is incremented by the value of the following equation; inside a for loop that iterates on every element of “tmp” list. After the loop, “sum” is set to the “sum” divided by the count of “tmp” list-1. At the end, “result” is set to the square root of “sum” before being returned.

### **Code**

public double standardDeviation(List<Edge> tmp)

{

double result = 0;

double sum = 0;

double mean = getMean(tmp);

for (int i = 0; i < tmp.Count; i++)

{

sum += (Math.Pow((tmp[i].Priority - mean),2));

}

sum = sum/(tmp.Count-1);

result = Math.Sqrt(sum);

return result;

}

### **Analysis**

Function’s Order: O (for loop) \* O (body) + O (rest)

Let the size of “tmp” = E

O (for loop) = / O (body) = O (rest) =

Final Order =

## getK () function:

### **Description**

parameters: “temp” list of Edges

Function: Clustering the distinct color points into disjoint groups without knowing the predefined number of clusters.

public int getK(List<Edge> temp)

{

List<Edge> auto = new List<Edge>();

foreach (Edge e in temp)

{

auto.Add(e);

}

int r = 0;

double oldStv = 0;

double newStv = 0;

double stv = 0;

double mean = 0;

oldStv = standardDeviation(auto);

mean = (double)getMean(auto);

while (auto.Count > 0)

{

double max = 0;

int index = 0;

for (int j = 0; j < auto.Count; j++)

{

if (Math.Abs(auto[j].Priority - mean) > max)

{

max = Math.Abs(auto[j].Priority - mean);

index = j;

}

}

auto.RemoveAt(index);

r += 1;

newStv = standardDeviation(auto);

mean = (double)getMean(auto);

if (Math.Abs(oldStv - newStv) < 0.0001)

{

break;

}

oldStv = newStv;

}

MessageBox.Show("num of clusters is "+(r + 1).ToString());

return r;

}

### **Analysis**

Function’s Order:

## makeCluster () function:

### **Description**

parameters: integer “k”

body: it generates a palette and return it in “p” dictionary using “listOfDistinct” list, “minSpanningTreeEdges” list and k. It also returns the returned 2D array of “RGBPixel” from “map” function.

### **Analysis**

Function’s Order: O (generate Palette) + O (map)

### **Code**

public RGBPixel[,] makeCluster(int k)

{

Dictionary<int,int> p = cluster.generatePalette(listOfDistinct, minSpanningTreeEdges, k);

MappingClass = new MappingClass(p, aimImage);

RGBPixel[,] y = MappingClass.map();

return y;

}

## map () function:

## autoClustering () function: