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**Abstract**

우리는 배열의 값들을 정렬하기 위해 다양한 알고리즘을 사용한다. 이들 중 시간 복잡도가 최적인 알고리즘은 시간 복잡도가 인 Heap Sort, Merge Sort, Quick Sort 등으로 알려져 있는데, 이들 알고리즘 사이에서도 자료가 정렬되어 있는 형태에 따라 최적 알고리즘이 달라진다. 또한 데이터가 거의 정렬되어 있는 경우에는 시간 복잡도가 인 알고리즘이 시간 복잡도가 으로 알려져 있는 알고리즘보다도 정렬 시간이 오래 걸릴 수 있다. 이 논문에서는 CNN(Convolutional Neural Network)에 기반한 딥 러닝을 이용하여 배열의 정렬 상태에 따라 정렬 알고리즘의 수행 시간을 분석하고, 이를 토대로 새로운 배열이 입력되었을 때 직접 정렬을 수행하기 전에 각 알고리즘의 수행 시간을 추정한다. 이때 입력 데이터는 배열에서 각 값과 그 값의 배열에서의 인덱스(위치)를 좌표평면에 나타낸 일정한 크기의 그림으로, 출력 데이터는 각 정렬 알고리즘의 수행 시간으로 한다. 지금까지 조사한 바에 따르면, 본 연구는 딥 러닝을 이용하여 정렬 알고리즘을 선택하는 방법에 대한 최초의 연구이다. 이 논문에서는 절대적인(absolute) 관점 및 상대적인(relative) 관점에서, 무작위, 대략적인 일차함수 형태, 대략적인 이차함수 형태의 3가지 형태로 나타난 이들 sparse matrix에 대하여 어떤 알고리즘을 사용하는 것이 최적인지를 비교 횟수, 이동 횟수, 총 비용의 관점에서 알아보았다.

**I. Introduction**

정렬 알고리즘은 컴퓨터 과학 분야에서 오랫동안 논의되어 왔던 주제 중 하나로, Insertion Sort, Selection Sort, Bubble Sort와 같이 우리가 쉽게 생각할 수 있지만 수행 시간이 로 비교적 오래 걸리는 알고리즘이 있는 반면, Heap Sort, Merge Sort, Quick Sort와 같이 비교적 생각하기 어렵지만 시간 복잡도가 로 비교적 짧은 알고리즘 역시 존재한다. 이외에도 특수한 경우에 적용 가능한 Radix Sort, 특수한 경우에만 사용할 수 있지만 시간 복잡도가 에 가까운 Counting Sort 등이 존재한다. 그렇다면 생각할 수 있는 문제점이 바로 어떤 정렬 알고리즘을 주어진 데이터에 사용하는 것이 가장 좋은지에 대한 것인데, 시간 복잡도가 인 알고리즘이 Heap Sort, Merge Sort, Quick Sort 등 여러 가지가 있고, 거의 정렬된 형태의 데이터에서는 본 논문에서 실험한 바와 같이 Insertion Sort와 같이 시간 복잡도가 으로 알려진 알고리즘이 시간 복잡도가 인 알고리즘보다 수행 시간이 적게 걸리기도 한다. 이러한 상황에서 배열 내에서의 인덱스와 크기에 따른 값의 분포 형태에 따라 최적의 정렬 알고리즘을 선택하는 문제를 정렬 알고리즘 선택 문제라고 하자.

이 논문에서는 정렬 알고리즘 선택 문제를 해결하기 위해 배열에서의 값의 분포 형태에 따라 어떤 알고리즘을 선택하는 것이 최적인지를 딥 러닝을 이용하여 알아내려고 한다. 즉 딥 러닝을 이용해 값의 분포 형태에 따른 알고리즘별 수행 시간에 대한 데이터를 학습하고, 이를 토대로 새로운 배열에 대해 분포 형태를 파악하여 정렬을 수행하기 전에 그 수행 시간을 추정하는 것이다. 배열의 값의 분포 형태는 완전한 무작위, 노이즈가 있는 일차함수 그래프 형태, 노이즈가 있는 이차함수 그래프, 즉 포물선 형태 중 하나라고 가정하며, 절대적인(absolute) 관점 및 상대적인(relative) 관점에서 어떤 알고리즘을 사용하는 것이 최적인지를 알아낸다. 여기서 절대적인 관점이란 모든 알고리즘에 대해 수행 시간을 일정한 평균과 일정한 표준편차 값을 이용하여 표준화하는 것으로, 실질적으로 주어진 각 배열에 대해 어떤 정렬 알고리즘의 수행 시간이 가장 짧은지를 나타낸다. 상대적인 관점이란 각 알고리즘에 대해 해당 알고리즘을 적용했을 때의 수행 시간의 평균과 표준편차를 이용하여 표준화하는 것으로, 주어진 각 배열의 형태가 학습 데이터로 주어진 모든 형태 중에서 해당 알고리즘을 적용하기에 상대적으로 얼마나 적합한지를 나타낸 것이다.

기존에도 정렬 알고리즘에 대한 다양한 연구들이 있었지만, 대부분 특정 분야 또는 상황에서 적용할 수 있는 정렬 알고리즘을 제안하거나, 또는 기존의 알고리즘을 결합하거나 수정하여 새로운 정렬 알고리즘을 제안하는 것이 대부분으로, 딥 러닝 기술이 이용되지는 않았다. 이 논문은 이들 연구와 달리 딥 러닝 기술을 적용하여 어떤 알고리즘이 최적인지를 연구한다는 점이 가장 큰 차별점이다.

본 논문에서는 딥 러닝을 통해 배열에서의 값의 분포에 따른 각 정렬 알고리즘의 수행 시간을 학습하고, 새로운 배열에 대해서 이를 추정하여 실제 수행 시간과 비교한 오차를 계산하고, 수행 시간이 가장 짧은 알고리즘을 얼마나 잘 선택하는지를 정확도(accuracy)를 통해 평가하는 실험을 앞서 언급한 절대적인(Absoulte) 관점과 상대적인(Relative) 관점에 따라 진행하였다.

본 연구는 정렬 알고리즘 관련 연구 및 정렬 알고리즘을 이용해야 하는 실무적 상황에 다음과 같이 기여할 수 있다.

* 절대적인(Absolute) 관점을 이용하는 경우를 생각해 보자. 배열에서의 값의 분포를 나타내는 이미지를 의 시간 동안에 생성할 수 있고, 이미지의 크기는 배열의 값의 개수에 관계없이 일정하기 때문에 이미 학습된 모델에 이 이미지를 입력했을 때 어떤 알고리즘이 최적인지를 도출하는 데 걸리는 시간은 이므로 결론적으로 의 시간 안에 그 배열에 대해 어떤 정렬 알고리즘을 적용하는 것이 최적인지를 알아낼 수 있다. 일반적인 경우 데이터를 정렬하는 데 걸리는 최소 시간이 으로 알려져 있으므로, 딥 러닝 방법론 없이 수행 시간이 인 특정한 정렬 알고리즘을 사용한다고 가정했을 때 이보다 수행 시간이 이상 적은 정렬 알고리즘이 존재할 가능성이 있고, 따라서 이상의 수행 시간을 절약할 수 있을 것이므로 결과적으로 정렬에 수행되는 시간을 단축할 수 있다.
* 상대적인(Relative) 관점을 이용하는 경우에는 각 알고리즘에 비교적 적합한/적합하지 않은 배열의 값의 분포 형태를 알 수 있으므로, 특정한 분포 형태의 배열이 주어졌을 때 정렬을 직접 수행하지 않고 각 정렬 알고리즘의 수행 시간을 딥 러닝으로 추정하여 각 분포 형태에 각 알고리즘이 적합한지 알아낼 수 있다. 이 경우 절대적인 관점을 이용할 때와 같이 의 수행 시간이 필요하므로, 정렬을 직접 수행할 때 또는 의 수행 시간이 걸리는 것에 비해 상당한 양의 수행 시간을 절약할 수 있을 것이다. 따라서 정렬 알고리즘에 대한 향후 연구에서 알고리즘의 수행 시간을 관점으로 한 적합성을 대략적으로 추정하는 데에도 도움이 될 것이다.

**II. Related Works**

Curtis R. Cook과 Do Jin Kim [1] 은 거의 정렬된 리스트에서 최적의 정렬 알고리즘을 찾는 연구를 진행하였다. Straight Insertion Sort, Quicker Sort, Shell Sort, Merge Sort, Heap Sort라는 5가지 알고리즘을 비교 분석하였으며, Straight Insertion Sort와 Quicker Sort를 merging 방법과 결합한 새로운 정렬 알고리즘을 제안하였다. Aditya Dev Mishra와 Deepak Garg [2] 는 여러 가지 정렬 알고리즘을 Comparison Based Sort와 Non-Comparison Sort로 구분하여 수행 시간을 평균적인 경우(Average Case)와 최악의 경우(Worst Case)로 구분하여 정리하였고, 이를 기반으로 각 알고리즘의 장단점을 정리하였으며, 여러 가지 문제 상황에 대해 어떤 정렬 알고리즘이 적합한지를 정리하였다. D.T.V. Dharmajee Rao와 B.Ramesh [3] 는 각 정렬 알고리즘을 pseudo code를 이용하여 정의하고, 배열의 크기에 따라 각 정렬 알고리즘이 실제로 수행되는 데 걸리는 시간을 측정하여 정리하였다.

|  |
| --- |
|  |
| **Figure 1.** Array State Image를 생성하는 알고리즘. (1) 은 배열에서 각 값의 index(위치)와 함께 그 값(value)을 나타낸 것이고, (2) 는 이를 N\*M개의 grid로 분할한 것이다. (2) 의 각 grid에 있는 점의 개수를 계산하여 (3) 과 같은 이미지를 생성한다. |

[1] 은 거의 정렬된 리스트라는 특정 형태의 배열로 한정한 반면 이 논문에서는 이것을 포함한 다양한 형태의 배열에서 어떤 알고리즘이 최적인지를 알아내고, [2] 는 단순히 각 알고리즘의 시간 복잡도와 장단점, 그리고 어떤 문제 상황에서 쓰이는지를 정리한 반면, 이 논문에서는 딥 러닝을 통해 이것을 알아낸다. [3] 은 [2] 와 유사하며, 시간 복잡도 대신 각 알고리즘의 수행 시간을 측정하여 정리하였다.

**III. Proposed Model and Experiment Design**

**III-1. Overview**

본 논문에서는 배열의 정렬 상태를 그림으로 나타낸 것(Array State Image)을 입력 데이터로, 각 알고리즘별 수행 시간을 출력 데이터로 하여 Convolutional Neural Network (CNN) [4] 을 이용하여 배열의 정렬 상태에 따른 알고리즘의 수행 시간을 학습하고, 이를 토대로 테스트용 Array State Image에 대하여 알고리즘의 수행 시간을 얼마나 잘 예측하고 적절한 알고리즘을 얼마나 잘 선택하는지를 평가하는 실험을 진행한다.

**III-2. Input Data - Array State Image**

본 논문의 모델에서는 입력 데이터로 배열의 정렬 상태를 그림으로 나타낸 이미지를 이용한다. 배열의 정렬 상태를 그림으로 나타내기 위한 알고리즘은 **Figure 1.** 과 같다. **Figure 1.** 을 보면, (1) 은 해당 배열에서 각 값의 배열 내에서의 index와 함께 그 값의 크기를 좌표평면상에 나타낸 것이다. 이때 좌표평면에 표현되는 값의 범위는 index (x축)의 경우 0부터 (배열에 있는 값의 개수)-1 까지이고, value (y축)의 경우 해당 배열의 모든 값 중 최솟값부터 최댓값까지로 한다. 이 좌표평면에서 해당 값의 index가 클수록 오른쪽에 위치하고, 값이 클수록 위쪽에 위치한다. 이제 이 좌표평면을 (2) 와 같이 index 구간과 value 구간의 크기가 모두 서로 같은, 즉 x축과 y축의 간격이 모두 일정한 N\*M개의 grid로 나눈다. 마지막으로 (2) 에 있는 각 grid에 몇 개의 값이 속하는지를 (3) 과 같은 행렬을 이용하여 나타내고, 이것을 입력 데이터로 사용할 이미지로 지정한다. 이때 이 행렬의 각 원소는 (2) 의 각 grid에 해당한다.

**III-3. Output Data – Performance Time of Each Algorithm**

본 논문의 모델에서는 출력 데이터로 각 배열에 각 정렬 알고리즘을 적용했을 때의 비교 연산 및 이동 연산의 수행 횟수를 다음과 같이 변환한 값을 이용한다. Absolute 관점의 경우에는 모든 알고리즘에 대해 일정한 평균 및 표준편차를 이용하여 표준화하며, 이 값은 실제 평균 및 표준편차와는 무관하다. Relative 관점에서는 각 알고리즘에 대해 학습 데이터에 해당 알고리즘을 적용했을 때의 연산 수행 횟수의 평균과 그 표준편차를 이용하여 표준화한다. 여기서 각 배열의 Arr-

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 알고리즘 |  |  |  |  |  |  |
| Bubble Sort | Heap Sort | Insertion Sort | Merge Sort | Quick Sort | Selection Sort |
| 평균 시간 |  |  |  |  |  |  |
| 최악 시간 |  |  |  |  |  |  |
| **Table 1.** 각 알고리즘이 어떤 알고리즘을 의미하는지와 평균 및 최악 수행 시간 [2] 을 나타낸다. | | | | | | |

|  |
| --- |
|  |
| **Figure 2.** 입력 데이터인 Array State Image가 주어졌을 때 알고리즘 수행 시간을 학습하는 딥 러닝 모델을 나타낸다. |

ay State Image와 그 배열에 대한 각 알고리즘별 수행 시간의 쌍을 하나의 데이터 쌍이라고 할 때, 데이터 쌍의 개수를 이라고 하자. 각 데이터 쌍 에 대해 는 알고리즘 를 적용했을 때의 Absolute 관점에서의 원래 수행 횟수, 는 알고리즘 를 적용했을 때의 Relative 관점에서의 원래 수행 횟수라고 하면 , 를 각각 표준화한 값 , 는 각각 **(1)**, **(2)**와 같다. 여기서 , 는 각각 Relative 관점에서 학습 데이터에 대해 알고리즘 를 수행했을 때의 원래 수행 횟수의 평균과 표준편차를 나타낸다.

각 데이터 쌍에 대하여 출력 데이터는 각 알고리즘을 적용했을 때의 수행 시간, 즉 Absolute 관점의 경우 의 6개의 값, Relative 관점의 경우 의 6개의 값이며, 여기서 각 알고리즘 는 **Table 1.** 과 같다.

**III-4. Deep Learning Model**

본 논문에서 사용된 딥 러닝 모델은 **Figure 2.** 와 같다. 입력 데이터는 크기가 N\*M인 이미지이고, 여기서 3x3 Convolution, 2x2 Max Pooling을 통해 Feature를 추출한 후 Dense Layer를 통해 출력값, 즉 각 알고리즘의 수행 시간을 표준화한 값을 출력한다. 본 논문에서 수행 시간을 측정할 알고리즘이 **Table 1.** 에 나타난 것과 같이 6개이므로 출력 데이터는 총 6개의 숫자 값으로 이루어진다. Optimizer는 Adam Optimizer [5] 를 사용하였다.

|  |
| --- |
|  |
| **Figure 3.** 학습 및 테스트용 데이터 쌍의 전체적인 생성 및 학습 과정을 나타낸다. (1)은 배열 생성을 위한 변수, (2)는 배열의 각 값에 대하여 index와 value를 표시한 것, (3)은 (2)에 대한 Array State Image, (4)는 본 논문에 사용되는 알고리즘, (5)는 알고리즘별 수행 시간을 표준화한 값, (6)은 (3)을 입력 데이터로, (5)를 출력 데이터로 하는 하나의 데이터 쌍, (7)은 **Figure 2.** 에 나타난 딥러닝 모델을 나타낸다. |

|  |  |
| --- | --- |
| |  | | --- | | //// gt (그래프의 형태) 결정 (0은 상수함수, 1은 일차함수, 2는 이차함수)  // i는 학습 데이터 쌍의 번호(0~1499) 또는 테스트 데이터 쌍의 번호(0~499)  // training은 학습용 데이터 쌍을 생성하는 경우 True, 테스트 데이터 쌍을 생성하는 경우 False  **if training:** // 학습용 데이터 쌍을 생성할 때  **if i < 300: gt = 0;**  **else if i < 750: gt = 1;**  **else: gt = 2;**  **else:** // 테스트용 데이터 쌍을 생성할 때  **if i < 100: gt = 0;**  **else if i < 250: gt = 1;**  **else: gt = 2;**  //// 변수 gdd, udd, A, B, C의 값 결정  // random(a, b)는 a 이상 b 이하의 랜덤한 실수를 반환  **gdd = random(0, 50); udd = random(0, 50);** // gdd는 가우시안 분포의 표준편차, udd는 유니폼 분포의 편차  **A = random(-1, 1); B = A \* random(-2, 0); C = random(0, 1);**  //// 값이 결정된 변수 gdd, udd, A, B, C를 이용하여 배열에 데이터 입력  // y는 index 0~499까지 정의된 배열로, 주어진 배열 인덱스 x에 대하여 그 인덱스에 있는 값을 나타냄  **for x in 0, 1, …, 499:**  // Gaussian(avg, std)는 평균이 avg이고 표준편차가 std인 정규분포에서 임의의 값 반환  **if gt == 0: y[x] = udd \* random(-1, 1) + Gaussian(avg=0, std=gdd);**  **else if gt == 1: y[x] = a\*x + b + udd \* random(-1, 1) + Gaussian(avg=0, std=gdd);**  **else if gt == 2: y[x] = a\*x\*x + b\*x + c + udd \* random(-1, 1) + Gaussian(avg=0, std=gdd);**  //// 최종적으로 도출된 배열 y를 반환  **return y;** | |
| **Algorithm 1.** 학습 및 테스트용 데이터 쌍을 생성하기 위한 배열을 생성하는 알고리즘 |

**IV. Experimental Results**

**IV-1. Dataset**

학습 및 테스트용 데이터 쌍의 생성 과정은 **Figure 3.** 과 같은데, 이때 Absolute 관점과 Relative 관점에 대하여 서로 다른 데이터 쌍들을 독립적으로 생성한다. 먼저 (1) 에서 지정한 변수를 이용하여 **Algorithm 1.** 을 통해 학습용 데이터 쌍 1500개와 테스트용 데이터 쌍 500개를 생성하기 위한 배열을 생성한다. 즉, 각 배열에는 랜덤한 Gaussian 및 Uniform 분포를 갖는 오차가 있는 상수함수, 일차함수 또는 이차함수 형태로 총 500개의 값이 존재하며, 학습 데이터와 테스트 데이터 모두 상수함수, 일차함수, 이차함수 형태로 값이 분포하는 배열은 각각 전체의 20%, 30%, 50%를 차지한다. 그 다음 이들 배열을 이용하여 **Figure 1.** 에 나타난 과정을 통해 (3)과 같은 Array State Image를 생성한다. 이때 grid의 개수는 10x10으로 하며, 따라서 학습 데이터로 사용할 이미지의 크기 역시 10x10이다. 또한 이들 배열에 각 정렬 알고리즘을 적용하여 도출된 수행 시간을 **III-3**에서와 같이 표준화한 결과값을 도출하는데, 이때 (5)와 같이 Comp (비교 연산 횟수), Move (이동 연산 횟수), Total(비교 연산 횟수 + 이동 연산 횟수)로 구분한다. 이렇게 생성된 (3)과 (5)에 대해 (3)을 입력 데이터, (5)를 출력 데이터로 하는 입-출력 데이터 쌍을 (6)과 같이 생성하는데, 이때 하나의 입력 데이터 에 대해 Comp, Move, Total을 각각 표준화한 값을 출력 데이터로 하는 총 3개의 출력 데이터 , , 를 각각 생성하여, 입-출력 데이터 쌍 , , 을 생성한다. Comp, Move, Total을 각각 표준화한 값을 출력 데이터로 하는 신경망을 각각 , , 라고 할 때, 이들 데이터 쌍에 대해 Comp, Move, Total을 표준화한 것을 출력 데이터로 하는 경우 각각 , , 을 통해 학습 또는 테스트를 진행한다. 테스트 데이터인 경우 해당 신경망에 (3) 만을 입력하여 도출된 결과값을 (5)와 비교하여 **IV-2**에 따라 오차를 계산한다.

**IV-2. Metrics**

본 논문에 적용된 모델의 테스트 결과의 오차 계산 및 정확도 평가에 사용되는 Metric은 Mean Absolute Error (MAE), Mean Squared Error (MSE), Accuracy의 총 3가지로, 각각 , , 라고 하면 전체 테스트 데이터에 대해 각각 **(3)**, **(4)**, **(5)**와 같이 계산한다. 여기서 , 는 **IV-1**의 학습-테스트 데이터 쌍 에 대하여 **Table 1**에 나타난 정렬 알고리즘 을 적용했을 때의 표준화된 출력값과 그 출력값에 대한 예측값을 의미한다. 여기서는 테스트 데이터가 총 500개이고 알고리즘이 총 6종류이므로 , 이다.

**IV-3. Algorithm and Code Details**

본 논문에서 사용한 정렬 알고리즘은 [6] 에 있는 Python 코드를 이용하였으며, 해당 코드에서 값을 비교하는 부분에 대해서는 비교 연산 횟수 1회, 배열의 값을 서로 바꾸거나 배열에 값을 할당하는 등 배열 수정 부분에 대해서는 이동 연산 횟수 1회로 처리하여 계산하였으며, 총 연산 횟수는 비교 연산 횟수와 이동 연산 횟수의 합으로 계산하였다. 본 논문 작성을 위해 Python으로 코드를 작성하였으며, numpy [7], Tensorflow [8], Matplotlib [9] 라이브러리를 사용하였다.

|  |  |  |  |
| --- | --- | --- | --- |
|  | **MAE** | **MSE** | **Accuracy** |
| **Comp (비교 횟수)** | 0.007183 | 0.000170 | **96.40%** |
| **Move (이동 횟수)** | 0.009400 | 0.000255 | **99.80%** |
| **Total (총 연산 횟수)** | 0.014330 | 0.000718 | **82.60%** |
| **Table 2.** Absolute 관점에서의 전체 테스트 데이터에 대한 정확도 | | | |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **예측/실제** |  |  |  |  |  |  |
|  | **0** | 0 | 0 | 0 | 0 | 0 |
|  | 0 | **127** | 1 | 0 | 78 | 0 |
|  | 0 | 0 | **10** | 0 | 2 | 0 |
|  | 0 | 0 | 0 | **0** | 0 | 0 |
|  | 0 | 6 | 0 | 0 | **276** | 0 |
|  | 0 | 0 | 0 | 0 | 0 | **0** |
| **Table 3.** Absolute 관점에서 총 연산 횟수가 최소인 알고리즘에 대한 예측 및 실제 | | | | | | |

|  |  |  |  |
| --- | --- | --- | --- |
|  | **MAE** | **MSE** | **Accuracy** |
| **Comp (비교 횟수)** | 0.100988 | 0.038674 | **88.80%** |
| **Move (이동 횟수)** | 0.091145 | 0.020817 | **60.40%** |
| **Total (총 연산 횟수)** | 0.105595 | 0.041698 | **73.20%** |
| **Table 4.** Relative 관점에서의 전체 테스트 데이터에 대한 정확도 | | | |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **예측/실제** |  |  |  |  |  |  |
|  | **71** | 0 | 0 | 2 | 9 | 0 |
|  | 0 | **154** | 0 | 1 | 4 | 1 |
|  | 67 | 0 | **0** | 1 | 8 | 0 |
|  | 4 | 2 | 0 | **24** | 0 | 0 |
|  | 11 | 3 | 0 | 0 | **115** | 11 |
|  | 1 | 0 | 0 | 0 | 9 | **2** |
| **Table 5.** Relative 관점에서 총 연산 횟수가 최소인 알고리즘에 대한 예측 및 실제 | | | | | | |

**IV-4. Experimental Results**

**Table 2**는 Absolute 관점에서, **Table 4**는 Relative 관점에서의 전체 테스트 데이터에 대한 MAE, MSE, Accuracy를 Comp (비교 연산 횟수), Move (이동 연산 횟수), Total (총 연산 횟수)에 대하여 각각 나타낸 것이다. **Table 3**은 Absolute 관점에서, **Table 5**는 Relative 관점에서의 총 연산 횟수가 최소가 되는 알고리즘을 예측한 결과와 실제로 수행 시간이 최소인 알고리즘을 나타낸 것으로, **Table 3**과 **Table 5**에서 각 가로축은 예측된 데이터 쌍, 각 세로축은 실제 데이터 쌍의 수를 의미한다. 예를 들어 **Table 3**에서 행 과 열 가 교차하는 셀의 값이 78이므로, 총 연산 횟수가 최소가 되는 알고리즘이 로 예측되었지만 실제로는 인 데이터 쌍의 개수는 78개이다.

**V. Discussion**

**VI. Conclusion**
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