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# 摘要

随着移动互联网技术的兴起，越来越多的原始数据被收集起来用于分析与挖掘，其中很多领域内的数据是严重不平衡的，既属于不同类别的样本数量相差极为悬殊。传统的机器学习方法通常采用全局分类准确率作为训练目标，在不平衡数据集上表现欠佳，所以不平衡数据分类算法也逐渐成为一个受人关注的课题。

目前主要的不平衡数据集分类方法分为两种，分别是数据重采样法以及提升算法，他们的主要思路是通过改变原始数据集中样本的权重或者比例来使原始数据达到一种“平衡”状态，从而适用于传统的分类算法，这类算法的结果与数据分布情况相关密切，往往需要一个复杂的调节过程才能得到一个较好的结果而且泛化能力不是很强。

本文首先介绍了不平衡数据分类中存在的难点和主要问题所在，以及不平衡数据分类的评价标准；然后简述了现有的经典不平衡分类算法，并从问题入手分析他们的主要思想，分析他们的优缺点；接着本文提出了以不平衡样本分类评价标准为最终训练目标的分类思路，通过评价标准构造一个可优化的函数作为训练目标进行训练，采用了整体数据集优化分类器的思路，使用神经网络模型，反向传播算法来使目标函数迅速收敛于一个最优解以达到不平衡样本训练的目的；最后通过与其他算法进行对比试验来证明了此算法的有效性。

关键词：不平衡样本；神经网络；最小化损失学
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1. 第**1**章 绪 论

## 研究背景与意义

随着大数据时代的到来以及各种网络化的系统变得规模越来越大，结构越来越复杂，各种监视、安全、金融等系统每天都获取巨量的数据，所以原始数据的分析与潜在信息的挖掘对分类与决策过程起着至关重要的作用。尽管现有的方法在数据挖掘领域已经获得了巨大的成功，但是在许多的实际问题中还存在着各种各样的问题，不平衡数据便是其中一个相对比较新而且比较艰巨的挑战[[1]](#endnote-2)。

不平衡数据分类问题是指不同类别样本数目相差悬殊情况下的分类学习问题。 以二分类为例，若其中有一类（正类、多数类） 的学习样本比另一类（负类、少数类）的学习样本多很多，那么就称这样的分类问题为不平衡样本分类问题[[2]](#endnote-3)。随着数据挖掘与机器学习从研究性课题逐渐变为了应用技术，以及更多的分类或预测等实际需求的出现，人们发现在某些领域，不平衡数据集往往比平衡数据集更常见，并且人们对不平衡数据集中的少数类样本的重视程度通常也高于多数类，如文本分类[[3]](#endnote-4)，欺诈识别[[4]](#endnote-5)，生物信息学[[5]](#endnote-6)等。

分类是机器学习和数据挖掘中重要的知识获取手段之一。常见的分类算法如决策树、贝叶斯网络、支持向量机和神经网络等已经被广泛的应用在了各类分类问题当中。然而经典的分类算法在面对不平衡数据时通常会出现少数类样本难以召回的情况，这种现象是由于现有的分类算法大多假定面对的训练数据集是大致均衡的，既各类所含的样例数大致相等[[6]](#endnote-7)。在此前提下经典的分类器算法的训练目标是取得最高的整体分类准确率，这也就导致了当数据集的分布情况不平衡并且多数类与少数类存在边缘略微重叠时，传统分类器算法会将边缘部分的样本直接归为多数类以提高全局准确率，但是这样会大大降低了少数类的召回率，尤其面对一些实际问题如疾病监测时[[7]](#endnote-8)，在数据批量处理环节，将一位患者误诊为无病的损失要远大于将一位没有患病的人误诊。所以，传统的经典分类器算法和普通的分类评价标准在用于不平衡数据集时，由于存在明显的缺陷所以已经无法直接应用[[8]](#endnote-9)。

综上，随着人们对于预测与分类的要求越来越高，不平衡数据集出现的越来越多，以及传统分类方法的效果无法被接收，所以不平衡样本分类算法的研究具有着重要的理论意义和实用价值。

## 国内外研究现状

不平衡样本分类问题从提出至今约有十余年[[9]](#endnote-10)，期间有很多的相关研究，在这里大体可以将所有的解决方法其分为两类：a）经典不平衡分类处理方法，这一类算法的主要思路是将不平衡数据集经过一系列处理或者分类过程中区别对待数据集中的实例，从而将原始数据转变为一个相对的“平衡态”；b）传统分类器优化法，这一类算法并没有经典不平衡处理方法那么主流，并且没有一个普遍的处理规律，他们通常是将传统分类算法的训练结果进行进一步的针对不平衡数据的调整，从而使训练结果可以适应或者处理不平衡数据集。

### 经典不平衡处理方法

根据现有的研究成果，经典的解决不平衡数据集的主要方法可以总结为以下几种：a）原始训练数据的重构，即通过重采样技术使原始数据变得相对平衡；b）通过集成学习的方法，通过训练多个弱分类器的，最后通过投票或权值相加的方法得出分类结果；c）敏感代价学习方法，也就是改变原始数据在评判标准中的权值，通常使用敏感代价矩阵来协助计算分类损失。

重采样方法是一种思想较为简单并且相对行之有效的方法，按照采样过程重采样方法又可以分为三类，分别是过采样，欠采样和混合采样法[[10]](#endnote-11)。其中过采样法是通过使用现有的少数类样本点生成一些新的少数类样本，可以是简单的复制，也可是进行一些插值，比较有代表性的方法为Chaudhuri等人提出的随机过采样法[[11]](#endnote-12)，Chawla等人提出的smote法[[12]](#endnote-13)，以及一些在此基础上优化的过采样方法[[13]](#endnote-14)[[14]](#endnote-15)，然而仅仅通过原始的样本点生成新的样本可能存在一些问题比如过拟合和改变原始分布等。与过采样法相反的就是欠采样法，欠采样法便是通过去掉一部分多数类样本点已达到一个数据的平衡，欠采样法相对于过采样法稍微复杂并且在许多场景下也更合理一些[[15]](#endnote-16)，除了早期简单的随机欠采样法之外，又有多项研究分别设置了不同的欠采样规则，在相应数据集上或者相应的经典分类算法均取得了一定的效果。如Zhang等人提出的基于聚类的欠采样方法[[16]](#endnote-17)，Kubat等人提出的基于距离的单边欠采样法[[17]](#endnote-18)，以及去除临近点的Tomek-link法[[18]](#endnote-19)等等。然而当多数类与少数类样本相差过于悬殊的时候，单独使用过采样方法和欠采样方法可能已经无法满足需求了，所以这时需要混合使用两种采样方法，许多研究表明[[19]](#endnote-20)[[20]](#endnote-21)，混合使用两种采样方法通常效果会好于单独使用一种方法。

集成学习方法主要分为两类，分别是训练集分割方法以及提升算法。训练集分割方法是指将多数类分割为多个子集，每一个子集的样本数目与少数类样本数目相当，然后用同种或不同种的多个分类器分别训练，每个分类器的训练集为少数类和一个多数类子集的组合，这类方法[[21]](#endnote-22)与普通的重采样法相比的优点是使用了多个分类器投票机制。另一类提升算法也是通过训练多个分类器通过使用权重的机制来控制分类结果，不过与分割法的区别是他每次训练的时候都是采用整个训练集，不过每次训练之后根据当前分类器的分类结果来更新训练集中每个样本对下次训练时的影响权重，其中比较有代表性的方法为bagging算法和Adaboos算法[[22]](#endnote-23)。

敏感代价方法的思想是通过人为设置分类错误的损失值来调整不平衡数据分类过程，以二分类为例可以调高正例（少数类）样本的分类错误损失比例，降低负例（多数类）的分类错误损失比例来解决不平衡问题，虽然使用敏感代价方法或者基于敏感代价方法的研究也有很多，不过在不平衡样本分类问题中，其本质和效果与重采样法并无二致。

以上方法本文中称之为经典不平衡处理方法，可以发现他们都是从不平衡数据分类问题的数据角度入手，采用直接设法改变样本数目的方法或者改变样本权重的方法，旨在一次性或逐渐降低原始的中的不平衡问题，来达到一种相对的“平衡”状态，然后在构建模型期间采用的都是传统的分类算法，并来按照普通问题进行处理。

### 传统分类器优化法

传统分类器优化算法有一个共同的特点，就是针对不平衡样本分类问题，他们不再是想经典不平衡处理方法那样针对不平衡的数据集进行一些平衡化的调整，他们的主要思想是通过修改分类器的训练过程或者分类过程来适应不平衡的数据集，既通过优化算法的训练过程来减轻不平衡分布对训练过程的影响，或者采用正常的训练思路训练模型后，通过一系列其他过程进行对模型的调整，又或是得到普通的模型之后在分类阶段采用与经典分类阶段不同的方法来解决不平衡问题。

多数的传统分类器优化法并没有一个统一的思路和方案，他们通常采用不同的原理但是殊途同归，都可以解决不平衡样本分类问题。如Cheng等人提出的基于极限学习机（Extreme Learning Machine）的边界移动算法[[23]](#endnote-24)，就是通过极限学习机把原始问题当做普通问题训练之后在采用核密度估计以及分类边界移动的方法来解决不平衡问题；Jansche等人提出的最大化F1值期望的逻辑回归训练法[[24]](#endnote-25)，则是通过采用一种在训练过程中求解F1值的期望与当前模型的关系，并通过此关系不断的迭代去优化F1值得期望，进而去生成一个可以适应不平衡样本的模型；Dembczynski等人提出的F1值优化算法的思路则是在分类阶段与传统分类算法有所不同，这种算法可以适用于各种概率模型，通过先求解当把多少个实例划分为少数类时可以获取最大的F1值期望，之后在把所有实例按照可能属于正例的概率进行排序并分类，从而可以在近似![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoYAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMwC8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////UsCi4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoZAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuPwADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDwLgCKAAAACgCLMmbwLgCKAAEAAADw1RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)时间内完成整体分类过程[[25]](#endnote-26)。

## 主要研究内容

本文主要进行了不平衡样本分类算法的研究与一种基于最小化损失的不平衡样本分类算法的设计。

首先通过对现有的机器学习传统方法与经典的不平衡样本分类算法进行分析，得到不平衡数据集分类时的主要问题与难点。

其次对F1值优化法进行改进，由于该方法更倾向于得到了一个对空间拟合相对准确的模型，而直接对不平衡样本数据进行训练并无法得到，所以采用了神经网络模型，并设计了一个迭代过程，在每一步通过F1值优化算法求解当前步骤的最优解，并通过最优解与目标解之间的偏差去重新优化模型，进而得到一个相对样本空间拟合相对准确的模型。

最后，由于上一算法的时间复杂度过高，每次迭代过程需要使用![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoYAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMwC8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////UsCi4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoZAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuPwADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDwLgCKAAAACgCLMmbwLgCKAAEAAADw1RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)规模的时间进行求解，所以再次对上一算法进行优化，从不平衡样本分类的评价标准入手，其中不平衡样本的评价标准根据不同的问题有很多种，本文中采用了最常用的F1值作为优化目标，并也采用了整体优化的思路，根据F1值的计算过程，建立了一种F1值的期望与训练过程中的分类器的数学关系，并使用此关系通过梯度下降的思路和神经网络模型，反向传播算法对模型参数进行求解，使得可以得到最大的F1值。

## 章节结构安排

本文主要结构包含如下内容：

（1）绪论：首先简要的介绍了本课题的研究背景与意义，然后分类讨论了国内外的研究现状，并结合不平衡样本分类问题的关键点分析了各种算法的主要思想与方法，最后介绍了本文的主要研究内容与章节安排。

（2）相关理论及算法介绍：这一部分首先介绍了不平衡样本分类问题中的一些常见的评价标准，然后介绍了分类过程中求解最大F1值以及结构化支持向量机这两种算法，为第三章中用到的一些理论进行一定的铺垫。

（3）算法介绍：首先介绍介绍了基于最大化F1期望的神经网络训练算法，然后通过分析该方法主要存在的问题，并从直接改进传统分类算法的训练过程的以适应不平衡数据集的角度，提出了基于损失最小化参数学习的F1值神经网络训练法。

（4）实验结果与分析：首先对以上算法进行验证性实验来证明算法的有效性，然后与其他不平衡样本分类算法在相同数据集上分别进行对比试验以验证算法的可靠性。

最后得出结论，总结全部的工作并提出接下来的展望。

1. 第**2**章 相关研究内容介绍

通常，机器学习是一种通过数学模型来拟合一个样本空间的问题，由于不可能获得到样本空间中所有可能出现的点集，所以通常采用该空间中的一部分点作为模型训练的集合，通过对于不同算法，采用不同的训练方法从训练集中求解出归纳偏置从而预测或分类空间中没有被采集到的未知的样本[[26]](#endnote-27)。然而现有的传统的分类方法都是以训练集分类错误最少为训练目标的，所以他们都默认各个类别的样本数目大致均衡，或者处于两类边界部分的样本点密度相差不大。而不平衡数据集恰恰不满足这个条件，无论是评价标准以及传统分类方法均已不能完美适用于不平衡数据集，所以需要有专有的分类方法进行分类。

本章首先介绍了不平衡样本分类评价标准进行讨论，然后选取其中最常用的F1值进行作为本文的评价标准，最后介绍了两种第三章中用到或借鉴到的算法，并对其进行一定的分析和总结。

## 不平衡样本分类评价标准

不平衡样本分类问题通常为二分类问题（多数类和少数类），或者多分类的不平衡样本问题通常可以简化为多个二分类问题，所以评价标准通常是针对二分类问题所设计的。下表2-1为二分类问题的结果混淆矩阵（Confusion Matrix）。

表2-1 混淆矩阵

|  |  |  |
| --- | --- | --- |
| 真实类标 | 预测类标 | |
| 正例 | 负例 |
| 正例 | TP | FN |
| 负例 | FP | TN |

其中TP表示正确预测得到正例个数，FP表示把负例预测为正例的个数，FN表示把正例预测为负例的个数，TN表示正确预测得到负例的个数，二分类问题中我们通常将少数类视为正例，多数类视为负例。

对于二分类问题，无论是传统的分类问题或者是不平衡样本分类问题，他们的评价标准通常都是通过混淆矩阵中TP、FN、FP、TN四个参数的数学计算求得的。传统的分类方法通常使用的是全局准确率作为评价标准，其计算方法如公式2-1所示。
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通过上式可以看出，如果负例与正例的比例相差很悬殊，那么正例的分类正确个数TP对分子的影响很小，并且正例的总体个数TP+FP对于分母的影响也非常小，所以整体来说正例对于全局准确率的影响远小于负例，因此研究者们设计了一些其他的评价标准，如原子评价标准，F1值，G-measure，A-mean，以及Roc曲线，Aoc面积等来评价不同的分类问题。

Part2、相关介绍：

1. 不平衡样本分类评价标准，针对不同类型的问题，f-measure ， am-measure。
2. 针对不平衡样本的评价标准，经典算法classification error base不再适应。传统不平衡样本处理方法如采样法与集成学习法都是在经典算法的基础上改变样本空间来解决不平衡问题。引出以下两种算法框架。
3. structural support vector machine(original)：作者提出了一套对自定义损失函数的训练方法，但是针对不同的损失函数训练过程中存在不同的解决方法，主要是一步argmax的优化，作者以f-measure举例优化。
4. Gradient descent based：两篇文章采用逻辑回归，不过在算法中应用了部分搜索方面的过程，不完全是梯度下降，其一是以f-measure为目标 ，另一个是以am为训练目标

Part3、研究内容：

1. 针对ssvm，提出以am为训练目标的解决方案，从而更好的解决两类不平衡样本分类问题，但是ssvm是一种迭代算法，不能避免每次的解决qp问题以及argmax问题，导致速度慢，如果使用核函数并对误差要求比较高的话可能导致无法训练出结果，如使用liner kernel，根据作者后来提出的算法可以在多项式时间内求解出结果
2. Gradient descent based：对f-measure 和 am 采用结构化的思想进行函数拟合， 采用ann算法，以回归的训练思路进行训练。

评价标准：

通过复合计算混淆矩阵中的结果可以得到二分类问题公认较为有效的评价标准。

下列公式2-1至2-n分别列出了常用的评价标准：

真阳率（True Positive Rate）即正例召回率，查全率：

(2-1)

伪阳率（False Positive Rate）：

FPR=FP/(TN+FP) (2-2)

真阴率（True Negative Rate）：

TNR=TN/(TN+FP) (2-3)

伪阴率（False Negative Rate）：

FNR=FN/(TP+FN) (2-4)

准确率（Accuracy Rate）：

ACC=(TP+FN)/(TP+FN+FP+TN) (2-5)

正例准确率，也是查准率：

*Precision=TP/(TP+FP)* (2-6)

G评分标准：

(2-7)

F评分准则：

(2-8)

以上最常用于不平衡样本二分类问题的准则为正例召回率，准确率，F评分准则，以及全局准确率。

数据集介绍

当前的实验数据集包括3个UCI数据集分别是YEAST，abalone及glass，一个来自威斯康星大学（University of Wisconsin ）医学院的数据集Breast Cancer，以上四个数据集经常被用于检测不平衡样本分类算法。

这五个数据集的具体参数如下表：

表2-1 数据集参数表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 序号 | 数据集 | 样本个数 | 少数类比例 | 属性个数 |
| 1 | YEAST | 1484 | 12.60% | 8 |
| 2 | Abalone | 4177 | 8.02% | 8 |
| 3 | Glass | 214 | 23.83% | 10 |
| 4 | Breast Canser | 699 | 34.50% | 9 |

本课题目前研究的内容主要是针对二分类问题，所以我们将包含多类的那些数据集人工分为了多数类和少数类，其中我们人工选取多数类与少数类的区分阈值，并且优先保证相近的数据被分到了同一类以保证数据的平滑和归纳偏置的存在。

**1**

Loss-Minimizing Learning
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Loss function-F-measure

So let

![](data:image/x-wmf;base64,183GmgAAAAAAAMIAGQBgAAAAAACqVwEACQAAAxsCAAACAFMAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJAEhIAAAAmBg8AGgD/////AAAQAAAAwP///3BMAAAAEgAA0E4AAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0MWCjYAAAoAUEZ6AAQAAAAtAQAACAAAADIKgAE7EQEAAAB5eQgAAAAyCoABiwwBAAAAeQAIAAAAMgqAAZ8KAQAAAHkACAAAADIKgAE3BwEAAAB5AAgAAAAyCoABwwQBAAAAeQAIAAAAMgqAAVIDAQAAAHnHCAAAADIKgAEiAAEAAABZABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////dB4KWAAACgDwR3oABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB6gcBAAAAbsgcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///0MWCjcAAAoAkEV6AAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAS0QAQAAACoACgAAADIKgAE7DgUAAAAuLi4uLgAIAAAAMgqAAWkNAQAAACoACAAAADIKgAF9CwEAAAAqAAgAAAAyCoABiQgBAAAAKQAJAAAAMgqAAf8FAwAAAC4uLgUIAAAAMgqAAaQCAQAAACgAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///90HgpZAAAKABBFegAEAAAALQEBAAQAAADwAQAACAAAADIK4AF2BQEAAAAyAAgAAAAyCuABVAQBAAAALMgIAAAAMgrgAewDAQAAADEeHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABQIkB0qI2Mp/7///9DFgo4AAAKABBIegAEAAAALQEAAAQAAADwAQEACAAAADIKgAE3CQEAAADOsggAAAAyCoABfgEBAAAAPS5TAAAAJgYPAJsATWF0aFR5cGVVVY8AAwEBAx4KARKDWQAChj0AAoIoABKDeQADDwEACwECiDEAAoIsAAARAAoSg3kAAw8BAAsBAogyAAARAAoCgi4AAoIuAAKCLgASg3kAAw8BAAsBEoNuAAARAAoCgikAAoYIIhKDeQACgioAEoN5AAKCKgACgi4AAoIuAAKCLgACgi4AAoIuAAKCKgASg3kAAAAECgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdC8AigEAAAoABgAAAC8AigEBAAAAEP0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAADkAFgBgAAAAAABeVwEACQAAA4IBAAACACUAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///9xOAAAgBQAA/FAAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAiQHSojYyn/v///+weCtIAAAoA+LIJBQQAAAAtAQAACAAAADIKfgGoBAEAAAB9ABwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAAAUCJAdKiNjKf+////DB8KaQAACgAYswkFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BcQIBAAAAewAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///+weCtMAAAoAOLMJBQQAAAAtAQAABAAAAPABAQAIAAAAMgqAARUEAQAAADEACAAAADIKgAGvAwEAAAAsAAgAAAAyCoAB9QIBAAAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAFAiQHSojYyn/v///wwfCmoAAAoAeLIJBQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUIBAQAAAM4AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7////sHgrUAAAKANivCQUEAAAALQEAAAQAAADwAQEACAAAADIKgAFeAAEAAAB5ACUAAAAmBg8APwBNYXRoVHlwZVVVMwADAQEDHgoBEoN5AAKGCCIDAgEAAQKIMAACgiwAAwICAAECiDEAAAKWfQAAAAKWewAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AdC8AigEAAAoABgAAAC8AigEBAAAAEP0ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Non-linear performance

Measure

The hypothesis is from
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And the loss function is
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**3**

Confusion matrix

Predicted

Predicted
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And let y is the true laber of train. Set,let z is the predict laber of train set
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**Case 1 output layer**
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**Case2 hidden layer**
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部分实验结果：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Svm | Ssvm | FL-ann | F Optimal Iterative |
| Yeast | 0.46 | 0.78 | 0.73 | 0.70 |
| Abalone | 0.28 | 0.46 | 0.49 | 0.47 |
| Glass | 0.85 | 0.89 | 0.87 | 0.85 |
| Breast | 0.94 | 0.94 | 0.94 | 0.94 |
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