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# 摘 要

随着移动互联网技术的兴起，越来越多的原始数据被收集起来用于分析与挖掘，其中很多领域内的数据是严重不平衡的，既属于不同类别的样本数量相差极为悬殊。传统的机器学习方法通常采用全局分类准确率作为训练目标，在不平衡数据集上表现欠佳，所以不平衡数据分类算法也逐渐成为一个受人关注的课题。

目前主要的不平衡数据集分类方法分为两种，分别是数据重采样法以及提升算法，他们的主要思路是通过改变原始数据集中样本的权重或者比例来使原始数据达到一种“平衡”状态，从而适用于传统的分类算法，这类算法的结果与数据分布情况相关密切，往往需要一个复杂的调节过程才能得到一个较好的结果而且泛化能力不是很强。

本文首先介绍了不平衡数据分类中存在的难点和主要问题所在，以及不平衡数据分类的评价标准；然后简述了现有的经典不平衡分类算法，并从问题入手分析他们的主要思想，分析他们的优缺点；接着本文提出了以不平衡样本分类评价标准为最终训练目标的分类思路，通过评价标准构造一个可优化的函数作为训练目标进行训练，采用了整体数据集优化分类器的思路，使用神经网络模型，反向传播算法来使目标函数迅速收敛于一个最优解以达到不平衡样本训练的目的；最后通过与其他算法进行对比试验来证明了此算法的有效性。
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1. 绪 论

## 研究背景与意义

随着大数据时代的到来以及各种网络化的系统变得规模越来越大，结构越来越复杂，各种各样的监视、安全、金融等系统每天都获取海量的原始数据，所以原始数据的分析与潜在信息的挖掘对于分类与决策过程起着至关重要的作用。尽管现有的方法在数据挖掘领域已经获得了巨大的成功，但是在许多的实际问题中还存在着各种各样的问题，不平衡数据便是其中一个相对比较新而且比较艰巨的挑战[[1]](#endnote-2)。

不平衡数据分类问题是指不同类别样本数目相差悬殊情况下的分类学习问题。 以二分类为例，若其中有一类（正类、多数类）的学习样本比另一类（负类、少数类）的学习样本多很多，那么就称这样的分类问题为不平衡样本分类问题[[2]](#endnote-3)。随着数据挖掘与机器学习从研究性课题逐渐变为了应用技术，以及更多的分类或预测等实际需求的出现，人们发现在某些领域，不平衡数据集往往比平衡数据集更常见，并且人们对不平衡数据集中的少数类样本的重视程度通常也高于多数类，如文本分类[[3]](#endnote-4)，欺诈识别[[4]](#endnote-5)，生物信息学[[5]](#endnote-6)等，对于这些问题，人们尝试使用传统的分类方法进行分析，不过效果并不理想。

分类是机器学习和数据挖掘中重要的知识获取手段之一。常见的分类算法如决策树、贝叶斯网络、支持向量机和神经网络等已经被广泛的应用在了各类分类问题当中。然而经典的分类算法在面对不平衡数据时通常会出现少数类样本难以召回的情况，这种现象是由于现有的分类算法大多假定面对的训练数据集是大致均衡的，既各类所包含的样本数量大致相等[[6]](#endnote-7)。在此前提下，通常经典的分类器算法的训练目标是取得最高的整体分类准确率，这也就导致了当数据集的分布情况不均匀并且多数类与少数类的分布存在边缘略微重叠时，传统分类器算法会将边缘部分的样本直接归为多数类以提高全局准确率，但是这样会大大降低了少数类的召回率，尤其面对一些实际问题如疾病监测时[[7]](#endnote-8)，在数据批量处理环节，将一位患者误诊为无病的损失要远大于将一位没有患病的人误诊。而对于之前的全局准确率这一评价标准，也因为不同类别的样本分类错误的损失有所不同而无法应用在这一类分类问题当中。所以，传统的经典分类器算法和普通的基于准确率的分类评价标准在用于不平衡数据集时，由于存在上述各种各样的明显缺陷，已经无法直接应用[[8]](#endnote-9)。

综上，随着人们对于预测与分类的要求越来越高，不平衡数据集出现的越来越多，以及传统分类方法的效果无法被接收，所以不平衡样本分类算法的研究具有着重要的理论意义和实用价值。

## 国内外研究现状

不平衡样本分类问题从被研究学者们关注至今约有十余年[[9]](#endnote-10)，期间有很多的相关研究，在这里大体可以将所有常见的解决方法其分为两大类：

a）经典不平衡分类处理方法：这一类算法的主要思想是将不平衡数据集经过一系列处理或者分类过程中采取区别对待数据集中的实例，从而将原始数据转变为一个相对的“平衡态”，进而解决不平衡问题；

b）传统分类器优化法，这一类算法并没有经典不平衡处理方法那么主流，并且没有一个普遍的处理规律，他们通常的思路是将传统分类算法的训练结果进行进一步的针对不平衡数据的调整，从而使训练结果可以适应或者处理不平衡数据集。

### 经典不平衡处理方法

根据现有的研究成果，经典的解决不平衡数据集的主要方法可以总结为以下几种：

a）原始训练数据重构：通过重采样技术改变多数类或少数类样本的数目，从而使原始数据变得相对平衡；

b）通过集成学习的方法，通过训练多个弱分类器，最后通过投票或权值相加的方法得出分类结果，通常在训练过程中通过权值改变或原始数据集分割来解决不平衡问题；

c）敏感代价学习方法，也就是改变原始数据在评判标准中的权值，通常使用敏感代价矩阵来协助计算分类损失。

重采样方法是一种思想较为简单并且相对行之有效的方法，按照采样过程重采样方法又可以分为三类，分别是过采样法，欠采样法和混合采样法[[10]](#endnote-11)。其中过采样法是通过使用现有的少数类样本点生成一些新的少数类样本，可以是简单的复制，也可是进行一些插值，比较有代表性的方法为Chaudhuri等人提出的随机过采样法[[11]](#endnote-12)，Chawla等人提出的smote法[[12]](#endnote-13)，以及一些在此基础上优化的过采样方法[[13]](#endnote-14)[[14]](#endnote-15)，然而仅仅通过原始的样本点生成新的样本可能存在一些问题，比如最常见的问题就是过拟合，并且会一定程度上的改变原始样本空间分布等等。既然有过采样法，那么很容易想到与之相反的欠采样法，欠采样法便是通过去掉一部分多数类样本点以达到数据的相对平衡态，欠采样法相对于过采样法稍微复杂并且在许多场景下也更合理一些[[15]](#endnote-16)，除了早期简单的随机欠采样法之外，又有多项研究分别设置了不同的欠采样规则，并且在相应数据集上以及应用于相应的经典分类算法均取得了一定的效果。如Zhang等人提出的基于聚类的欠采样方法[[16]](#endnote-17)，Kubat等人提出的基于距离的单边欠采样法[[17]](#endnote-18)，以及去除临近点的Tomek-link法[[18]](#endnote-19)等等。然而当多数类与少数类样本相差过于悬殊的时候，单独使用过采样方法和欠采样方法可能已经很难满足需求了，所以这时需要把两种采样方法加以结合，许多研究表明[[19]](#endnote-20)[[20]](#endnote-21)，对于某些严重不平衡的数据集，混合使用两种采样方法通常效果会好于单独使用一种方法。

集成学习方法主要分为两类，分别是训练集分割方法以及提升算法。训练集分割方法是指将多数类数据集分割为多个子集，每一个子集的样本数目与少数类样本数目相当，然后用同一种或多种不同的多个分类器分别训练，每个分类器的训练集为少数类和一个多数类子集的组合，这类方法[[21]](#endnote-22)[[22]](#endnote-23)与普通的重采样法相比的优点是使用了多个分类器投票机制，而也具有共同的缺点，便是改变了。另一类提升算法也是通过训练多个分类器通过使用权重的机制来控制分类结果，不过与分割法的区别是他每次训练的时候都是采用整个训练集，不过每次训练之后根据当前分类器的分类结果来更新训练集中每个样本对下次训练时的影响权重，其中比较有代表性的方法为bagging算法和Adaboos算法[[23]](#endnote-24)。

敏感代价方法的思想是通过人为设置分类错误的损失值来调整不平衡数据分类过程，以二分类为例可以调高正例（少数类）样本的分类错误损失比例，降低负例（多数类）的分类错误损失比例来解决不平衡问题，虽然使用敏感代价方法或者基于敏感代价方法的研究也有很多，不过在不平衡样本分类问题中，其本质和效果与重采样法并无二致。

以上方法本文中称之为经典不平衡处理方法，可以发现他们都是从不平衡数据分类问题的数据角度入手，采用直接设法改变样本数目的方法或者改变样本权重的方法，旨在一次性或逐渐降低原始的中的不平衡问题，来达到一种相对的“平衡”状态，然后在构建模型期间采用的都是传统的分类算法，并来按照普通问题进行处理。

### 传统分类器优化法

传统分类器优化算法有一个共同的特点，就是针对不平衡样本分类问题，他们不再是想经典不平衡处理方法那样针对不平衡的数据集进行一些平衡化的调整，他们的主要思想是通过修改分类器的训练过程或者分类过程来适应不平衡的数据集，既通过优化算法的训练过程来减轻不平衡分布对训练过程的影响，或者采用正常的训练思路训练模型后，通过一系列其他过程进行对模型的调整，又或是得到普通的模型之后在分类阶段采用与经典分类阶段不同的方法来解决不平衡问题。

多数的传统分类器优化法并没有一个统一的思路和方案，他们通常采用不同的原理但是殊途同归，都可以解决不平衡样本分类问题。如Cheng等人提出的基于极限学习机（Extreme Learning Machine）的边界移动算法[[24]](#endnote-25)，就是通过极限学习机把原始问题当做普通问题训练之后在采用核密度估计以及分类边界移动的方法来解决不平衡问题；Jansche等人提出的最大化F1值期望的逻辑回归训练法[[25]](#endnote-26)，则是通过采用一种在训练过程中求解F1值的期望与当前模型的关系，并通过此关系不断的迭代去优化F1值得期望，进而去生成一个可以适应不平衡样本的模型；Dembczynski等人提出的F1值优化算法的思路则是在分类阶段与传统分类算法有所不同，这种算法可以适用于各种概率模型，通过先求解当把多少个实例划分为少数类时可以获取最大的F1值期望，之后在把所有实例按照可能属于正例的概率进行排序并分类，从而可以在近似![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoYAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMwC8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////UsCi4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoZAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuPwADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDwLgCKAAAACgCLMmbwLgCKAAEAAADw1RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)时间内完成整体分类过程[[26]](#endnote-27)。

## 主要研究内容

本文主要尝试进行不平衡样本分类算法的研究并完成一种基于最小化损失的不平衡样本分类算法的设计。

首先将通过对现有的机器学习传统方法与经典的不平衡样本分类算法进行分析，得到不平衡数据集分类时的主要问题与难点。

其次尝试对F1值优化法进行改进，由于该方法更倾向于得到了一个对空间拟合相对准确的模型，而直接对不平衡样本数据进行训练并无法得到。所以本文将采用神经网络模型，并设计一个迭代过程，在每一步通过F1值优化算法求解的当前步骤最优解，然后通过最优解与目标解之间的偏差去重新优化模型，进而得到一个相对样本空间拟合相对准确的模型。

最后，由于上一算法中最大化F1值分类过程的时间复杂度过高，每次迭代过程需要使用![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoYAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMwC8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////UsCi4AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+BMQoZAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuPwADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDwLgCKAAAACgCLMmbwLgCKAAEAAADw1RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)规模的时间进行求解。所以将再次对上一算法进行优化，从不平衡样本分类的评价标准入手，其中不平衡样本的评价标准根据不同的问题有很多种，本文中预计采用最常用的F1值作为优化目标，并采用了整体优化的思路，根据F1值的计算过程，尝试建立一种F1值的期望与训练过程中的分类器的数学关系，并利用此关系通过梯度下降的思路、神经网络模型以及反向传播算法来设计模型参数更新过程，使得可以在训练集得到最大的F1值。

## 章节结构安排

本文主要结构包含如下内容：

（1）绪论：首先简要的介绍了本课题的研究背景与意义，然后分类讨论了国内外的研究现状，并结合不平衡样本分类问题的关键点分析了各种算法的主要思想与方法，最后介绍了本文的主要研究内容与章节安排。

（2）相关理论及算法介绍：这一部分首先介绍了不平衡样本分类问题中的一些常见的评价标准，然后介绍了分类过程中求解最大F1值以及结构化支持向量机这两种算法，为第三章中用到的一些理论进行一定的铺垫。

（3）算法介绍：首先介绍介绍了基于最大化F1期望的神经网络训练算法，然后通过分析该方法主要存在的问题，并从直接改进传统分类算法的训练过程的以适应不平衡数据集的角度，提出了基于损失最小化参数学习的F1值神经网络训练法。

（4）实验结果与分析：首先对以上算法进行验证性实验来证明算法的有效性，然后与其他不平衡样本分类算法在相同数据集上分别进行对比试验以验证算法的可靠性。

最后得出结论，总结全部的工作并提出接下来的展望。

1. 相关研究内容介绍

通常，机器学习是一种通过数学模型来拟合一个样本空间的问题，由于不可能获得到样本空间中所有可能出现的点集，所以通常采用该空间中的一部分点作为模型训练的集合，对于不同算法来说，他们采用不同的训练方法，但都是为了从训练集中求解出归纳偏置从而对真实空间中没有被采集到的未知的样本进行预测或者分类[[27]](#endnote-28)。然而现有的传统的分类方法大都是以训练集整体分类错误样本个数最少为训练目标的，所以他们大都默认各个类别的样本数目大致均衡，或者处于两类相交边界部分的样本点密度相差不大。而不平衡数据集恰恰不满足这个条件，如下图2-1便是一个二维的不平衡数据集，可以看到其中存在多数类与少数类分布交叠的情况，并且交叠部分多数类样本较多，所以这一部分的少数类样本点通常会被传统分类方法判断错误，并且在评价的时候由于这一部分样本点数目很少，通常不会对传统评价方法的结果有很大影响。
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图2-1 不平衡数据集分布样例

所以无论是评价标准又或hi传统分类方法均已不能完美适用于不平衡数据集，需要有针对不平衡数据集专有的分类方法以及评价标准。

本章首先对了不平衡样本分类评价标准进行讨论，然后选取其中最常用的F1值作为本文的优化目标，最后介绍了最大化F1期望分类过程以及结构化支持向量机，并对这两种算法的流程和思想进行一定的分析和总结。

## 不平衡样本分类评价标准

不平衡样本分类问题通常为二分类问题（多数类和少数类），并且多分类的不平衡样本问题通常可以简化为多个二分类问题，所以评价标准通常是针对二分类问题所设计的。下表2-1为二分类问题的结果混淆矩阵（Confusion Matrix）。

表2-1 混淆矩阵

|  |  |  |
| --- | --- | --- |
| 真实类标 | 预测类标 | |
| 正例 | 负例 |
| 正例 | TP | FN |
| 负例 | FP | TN |

其中TP表示分类器正确预测的正例样本个数，FP表示分类器把负例预测为正例的样本个数，FN表示分类器把正例预测为负例的样本个数，TN表示分类器正确预测得到负例的样本个数，在不平衡的二分类问题中，我们通常将少数类视为正例，多数类视为负例。

对于二分类问题，无论是传统的分类问题或者是不平衡样本分类问题，他们的评价标准通常都是通过混淆矩阵中TP、FN、FP、TN四个参数进行数学计算求得的。传统的分类方法通常使用的是全局准确率作为评价标准，其计算方法如公式2-1所示。
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通过上式可以看出，如果负例与正例的比例相差很悬殊，那么正例的分类正确个数TP对分子的影响很小，并且正例的总体个数TP+FP对于分母的影响也非常小，所以整体来说正例对于全局准确率的影响远小于负例，这也就是为什么此传统的分类方法不再适用于不平衡数据集分类问题，因此研究者们设计了一些其他的评价标准来评价不平衡数据集或者一些其他类型的数据集，如F1值，G-measure，A-mean，以及Roc曲线，Auc面积等，它们都是针对不同的问题被设计出来的，不过均可用于评价不平衡数据集分类效果。

由于全局准确率无法满足不平衡问题，所以最直观的思路便是将评价标准细化，所以召回率、伪阳率等评价标准应运而生。下列公式2-2至2-6为常用的细化的评价标准：

真阳率（True Positive Rate）即正例召回率，查全率：
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伪阳率（False Positive Rate）：
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真阴率（True Negative Rate）：
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伪阴率（False Negative Rate）：
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正例准确率，也是查准率：
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### G-Measure与A-Mean

*G-Measure*与*A-Mean*都是通过使用*TPR*与*TNR*计算得来的，所以他们都均衡考虑了正负两类样本的分类结果[[28]](#endnote-29)[[29]](#endnote-30)。他们的计算方法如公式2-7与2-8所示：

*G-Measure*：
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*A-Mean*：

![](data:image/x-wmf;base64,183GmgAAAAAAAOAQAAIACQAAAADxTAEACQAAA3ABAAACALQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAQCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gEAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVgAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+8ZgoZAAAKAAAAAAAEAAAALQEAACIAAAAyCgAAAAASAAAAQS1NZWFuPShUUFIrVE5SKS8yGgHGAD4BqADAAPYAPgF+ANgA6gAUARoB2AACAeoAxgDeAAADtAAAACYGDwBeAUFwcHNNRkNDAQA3AQAANwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0EAAgCDLQACAINNAAIAg2UAAgCDYQACAINuAAIAgz0AAgCDKAACAINUAAIAg1AAAgCDUgACAIMrAAIAg1QAAgCDTgACAINSAAIAgykAAgCDLwACAIMyAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAfUxmd0gAigD/////QNQZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

由上述两个公式可以看出，如果想要得到较高*G-Measure*或*A-Mean*，需要细化评价结果中的*TPR*与*TNR*均达到较高的水平，而对于这两种评价标准，他们的区别是*G-Measure*需求两个结果更要均衡，由于其计算方法是*TPR*与*TNR*的乘积，所以如果其中一个参数较低的话会严重影响最终结果，而A-Mean相对来说没有那么的严格，由于他采取的是加和的策略，所以其中一个参数较低的话，并不会对结果影响那么严重。由于这两种评价标准分离了正例与负例的准确率，所以他们都可以用于评价不平衡数据集分类结果过，而对于这两种标准的选择需要从实际问题出发考虑。

### F1值

*F1*值为*F-Measure*或者*F-Score*的特殊情况，常用于评价机器学习相关领域内多种问题的分类结果，*F-Measure*是通过正类的准确率与召回率求得，具体求法如下公式2-9[[30]](#endnote-31)：
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### Roc曲线与Auc面积

受试者工作特征曲线（receiver operating characteristic curve，简称ROC曲线），是二分类问题中一个常用的评价指标，它是以真阳率(*TPR*)为纵坐标，假阳率(*FPR*)为横坐标所绘制的一条曲线，如图2-2所示。图中曲线便是一条ROC曲线，而其意义是达到某真阳率时假阳率的值的话情况，而虚线是连接(0,0)与(1,1)的一条直线，代表完全随机过程的Roc曲线情况。所以Roc曲线只能定性的认为越接近左上角效果越好，并不能定量评价分类器的性能。为了解决这一问题，Provost等人提出了Auc面积[[31]](#endnote-32)，Auc面积是指Roc曲线与X轴以及直线X=1所围成的面积，所以这一评价标准既继承了Roc曲线的鲁棒性，又可以定量的评价分类器的结果，常用于评价分类结果，并且也可以用于评价不平衡数据集分类结果。
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图2-2 ROC曲线示意图

以上便是细化分类标准以及各种组合不平衡数据集分类评价标准，他们各有各的特点以及最适用的问题，比如*G-measure*和*A-mean*是的思想是分离正负例并均衡考虑，而*F1*的思想是均衡考虑正例的准确率与召回率，所以对极为不平衡的分类问题*F1*评价标准可能更客观一些，而不是非常严重的不平衡数据集可能*G-measure*和*A-mean*更合理一些，由于*F1*值是研究者最认可的评价标准之一，所以本文中主要以*F1*值作为评价标准及优化目标。

## 最大化F1期望的分类过程

最大化F1期望的分类过程由Jansche提出[[32]](#endnote-33)，主要用于二分类概率模型，他的主要作用是在分类器训练过程结束之后，在分类过程中，如果待分类样本是一个待分类数据集，而不是一个单一样本的时候，该算法可以根据现有的概率模型把每个样本分为每一类的概率，求解出在该集合上的最大的分类*F1*值期望，以及可以得到这个期望的每个样本的类标。这一思想打破了传统分类算法的常用的简单分类过程(如公式2-10)，并不再是通过简单的设定一个阈值，或者是采用简单的规则来动态调整阈值，并对比输出和阈值的大小关系进行分类，而是采用了整体分类的思路，一次求出整个待分类数据集上的最佳分类结果，以达到使用分类器分类的目的。
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### 问题转化过程

由公式2-9可以看出，*F1*值是通过召回率与精确率的调和平均数求得的，所以可以认为*F1*的结果只与真实类标及分类器预测类标相关，在这里我们用*z*来表示真实类标序列，用*y*来表示分类器预测类标序列，既分类器输出，他们的形式均为![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA3cBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////uBwqJAAAKAAAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAezAsMX0+ugDAAGAAwAAAAwUAAAAUAvQAWwMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///36qCgkAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG4AvAGcAAAAJgYPAC4BQXBwc01GQ0MBAAcBAAAHAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQDyEPQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBewACAIEwAAIAgSwAAgCBMQACAIF9AAMAHAAACwEBAQACAINuAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDiSACKAAAACgCeqGbiSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。所以此算法的目标是求解出![](data:image/x-wmf;base64,183GmgAAAAAAAEAEAAIBCQAAAABQWAEACQAAA3EBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9qHwrqAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAARigpANIAggIAAwUAAAAUAmABugEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///6RACpUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAHkseuqoAIQAAAOWAAAAJgYPACIBQXBwc01GQ0MBAPsAAAD7AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCRgACAoIoAAIAg3kAAgCDLAACAIN6AAICgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBBSACKAAAACgAxl2ZBSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的期望最大值，由于*z*是真实类标的序列，我们可以认为它是固定的，所以*F1*值的大小其实只与*y*相关，可以认为是如下公式2-11的映射关系，在后文中将![](data:image/x-wmf;base64,183GmgAAAAAAAIAEAAIBCQAAAACQWAEACQAAA3ABAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+AUQrFAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAARigsKdIAPgFuAQADBQAAABQCYAGoARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////ah8KwgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAenlWAQADlgAAACYGDwAiAUFwcHNNRkNDAQD7AAAA+wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAICgkYAAgCCKAACAIN6AAIAgiwAAgCDeQACAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AH0gAigAAAAoACEJmH0gAigAAAAAAgNMZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)简写为![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA6IBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NnQpkAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAARigsKdIAPgHYAAADBQAAABQCYAGoARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////22YKpgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAenkAAwUAAAAUAmABqgIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQDWnnf6EPKO/v///02dCmUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGcAAAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCRgACAoIoAAIAg3oAAgKCLAACBIuP6WcCAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAClIAIoAAAAKAAhCZilIAIoAAQAAAIDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。
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上述过程是一次对于分类器结果的评价过程，而本算法是针对于分类过程的，其主要思想是由于空间中所有可能的分类结果的概率都是固定的，当假设任意一个结果为真实的类标序列*z*时，都会对应一个![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA6IBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NnQpkAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAARigsKdIAPgHYAAADBQAAABQCYAGoARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////22YKpgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAenkAAwUAAAAUAmABqgIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQDWnnf6EPKO/v///02dCmUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGcAAAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCRgACAoIoAAIAg3oAAgKCLAACBIuP6WcCAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAClIAIoAAAAKAAhCZilIAIoAAQAAAIDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的期望。根据期望的计算原理，我们可以得到![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA6IBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NnQpkAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAARigsKdIAPgHYAAADBQAAABQCYAGoARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////22YKpgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAenkAAwUAAAAUAmABqgIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQDWnnf6EPKO/v///02dCmUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGcAAAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCRgACAoIoAAIAg3oAAgKCLAACBIuP6WcCAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAClIAIoAAAAKAAhCZilIAIoAAQAAAIDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值的期望如公式2-12所示，其中*y*代表的是任意一个形如![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA3cBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////uBwqJAAAKAAAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAezAsMX0+ugDAAGAAwAAAAwUAAAAUAvQAWwMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///36qCgkAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG4AvAGcAAAAJgYPAC4BQXBwc01GQ0MBAAcBAAAHAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQDyEPQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBewACAIEwAAIAgSwAAgCBMQACAIF9AAMAHAAACwEBAQACAINuAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDiSACKAAAACgCeqGbiSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的输出序列，而Pr(*y*)表示该序列在当前模型下出现的概率，虽然对于不同概率模型分类器，其表现形式可能不完全相同，但是均可以求出*y*与Pr(*y*)的映射关系，所以在这里直接简记成了Pr(*y*)的形式。对于所有![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA6IBAAACAJcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NnQpkAAAKAAAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAARigsKdIAPgHYAAADBQAAABQCYAGoARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////22YKpgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAenkAAwUAAAAUAmABqgIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQDWnnf6EPKO/v///02dCmUAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGcAAAOXAAAAJgYPACMBQXBwc01GQ0MBAPwAAAD8AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCRgACAoIoAAIAg3oAAgKCLAACBIuP6WcCAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAClIAIoAAAAKAAhCZilIAIoAAQAAAIDTGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的期望，其中一定有一个最大值，使其取得最大值的类标序列*z*便可以被认为是当前分类模型下最合理的输出结果。
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### F1最大分类过程推理
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从上式2-13中可以看出这是一个离散优化问题，这也是次算法解决的第一个主要难点。由于序列*z*的长度为n，每一位有两种可能，所以*z*的可能性空间为![](data:image/x-wmf;base64,183GmgAAAAAAAMAB4AECCQAAAAAzXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AAMBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9HLQqKAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///98zCl8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgADABwAAAsBAQEAAgCBbgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AXikAigIAAAoA9ilmXikAigIAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，如果想朴素的枚举出所有的可能，并分别计算出对应的期望，然后得到期望的最大值，通常情况下是不可能的。所以这里采取了内部与外部最大化求解方法，其思想如公式2-15所示，就是将可能性空间进行划分，保证这个划分包含了该空间中的所有可能，然后求解并比较每个划分中的最大值，最后得到全局的最大值。式中![](data:image/x-wmf;base64,183GmgAAAAAAAAAEgAICCQAAAACTWAEACQAAA88BAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAgAECwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P////AAwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8AVQBHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1jt3ZhChHP7///+SLgo5AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKP8AAAUAAAAUArwBUQMcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWO3dmEKEc/v///6EuCm0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKgARECHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+SLgo6AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABYtwADBQAAABQCoAEiABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAAAUNY7d2YQoRz+////oS4KbgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAcEQAA5YAAAAmBg8AIgFBcHBzTUZDQwEA+wAAAPsAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITAA3ADAAEDAAEAAgCDWAAAAgCWKAACAJYpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOQpAIoCAAAKAFgtZuQpAIoCAAAAAEDUGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)是*X*的一个划分，也可以写成![](data:image/x-wmf;base64,183GmgAAAAAAAGAHgAIBCQAAAADwWwEACQAAA2ICAAACAL0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAmAHCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///8gBwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8ARwAHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1jt3ZhChHP7///9vHwqQAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAe3cAAAUAAAAUArwBegYcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWO3dmEKEc/v///4EfCusAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAH15AAAFAAAAFAIDAoUDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9vHwqRAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAyebwBBQAAABQCoAEkAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////gR8K7AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAALC4uLukBYABgAAADBQAAABQCAwKaARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////bx8KkgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAMW5YBLwBBQAAABQCoAH3ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////gR8K7QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAeXl5kOEBbQIAA70AAAAmBg8AcAFBcHBzTUZDQwEASQEAAEkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQADAAIDAAEAAgCDeQADABsAAAsBAAIAgzEAAAEBAAoCAIIsAAIAg3kAAwAbAAALAQACAIgyAAABAQAKAgCCLgACAIIuAAIAgi4AAgCDeQADABsAAAsBAAIAg24AAAEBAAAKAgCWewACAJZ9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOspAIoCAAAKANYfZuspAIoCAAAAAEDUGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQQBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9PLgqhAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaQC8AQUAAAAUAoABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+EzCpsAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHk3AAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDeQADABsAAAsBAAIAg2kAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AoykAigIAAAoAJC1moykAigIAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)均为*X*的一个子集，并且![](data:image/x-wmf;base64,183GmgAAAAAAAEAFQAIBCQAAAAAQWQEACQAAAxACAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAUsBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9nLgo2AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoAB/gIcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///2M1Ct8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAD04AAMFAAAAFALjAYgCHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9nLgo3AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABp97wBBQAAABQCgAHiARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////YzUK4AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeVj0AQADBQAAABQCgAE0ABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhANY7d2YQoRz+////Zy4KOAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAVTcAA6QAAAAmBg8APQFBcHBzTUZDQwEAFgEAABYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIsqIlUDABsAAAsBAAIAgWkAAAEBAAoCAIN5AAMAGwAACwEAAgCDaQAAAQEACgIAgT0AAgCDWAAAAP8KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBnKQCKAgAACgA/K2ZnKQCKAgEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。

![](data:image/x-wmf;base64,183GmgAAAAAAAMAXYAMACQAAAACxSgEACQAAA00EAAAEACQBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgA8AXCwAAACYGDwAMAE1hdGhUeXBlAADwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AFwAABgMAAAUAAAAJAgAAAAIFAAAAFALHAq8SHAAAAPsC3v6DAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7///+8RgoQAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUAscC0hMcAAAA+wLe/oMAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWnnf6EPKO/v///xwtCuUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACnOAAAIAAAA+gIAAAoAAAAAAAACBAAAAC0BAAAFAAAAFALsAfMQBQAAABMCFAPzEAUAAAAUArcCkgocAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7xGChEAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAWAAAAMgoAAAAACgAAAHthcmdtYXgoKX1rAGEASACMAKkAYQBwAukAfwO8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xwtCuYAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAfAAAAMgoAAAAAEAAAAGFyZ21heCgpYXJnbWF4KCmoAH4A/AAmAagANAJQAQYFqAB+APwAJgGoABkFUAEAAwUAAAAUAvECyA0cAAAA+wJf/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7xGChIAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAHlZmwBCAQUAAAAUArICxAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///xwtCucAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAHhY/wC8AQUAAAAUArcCuAkcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7xGChMAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAPAAAAMgoAAAAABQAAAHhmeVlYAHQF8ADiABwCvAEFAAAAFAKAAZIFHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8cLQroAAAKAAAAAAAEAAAALQEBAAQAAADwAQIADQAAADIKAAAAAAQAAABmeGZ4YgH9DWIBAAMFAAAAFAK3AhASHAAAAPsCIv8AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7///+8RgoUAAAKAAAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABwWbwBBQAAABQC8QIGDhwAAAD7Al//AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAUNaed/oQ8o7+////HC0K6QAACgAAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAzgBCAQUAAAAUArICHgIcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWnnf6EPKO/v///7xGChUAAAoAAAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAM5ZvAEFAAAAFAK3AhIKCgAAADIKAAAAAAIAAADOzncHvAEFAAAAFAKAAYAIHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7///8cLQrqAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAAA9WQADJAEAACYGDwA+AkFwcHNNRkNDAQAXAgAAFwIAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAMAFxAAAQACAoJhAAIAgnIAAgCCZwACAoJtAAIAgmEAAgCCeAAACwEAAgCDeAACBIYIIs4CAINYAAABAQAKAgCYBO8CAINmAAIAgigAAgCDeAACAIIpAAIEhj0APQMAFxAAAQACAoJhAAIAgnIAAgCCZwACAoJtAAIAgmEAAgCCeAAACwEAAgCDeAACBIYIIs4CAIJ7AAICgmEAAgCCcgACAIJnAAICgm0AAgCCYQACAIJ4AAMAGwAADAEAAgCDeQACBIYIIs4CAINZAAABAQALAgCDZgACAIIoAAIAg3kAAgCCKQADAAQBAAEAAgCDWQACBIYIIs4CBITAA3ADAAEDAAEAAgCDWAAAAgCWKAACAJYpAAACAIF9AAACAJYH7AAAAQEACgIAg2YAAgCCKAACAIN4AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAASACKAAAACgAlaGYCSACKAP////9A1BkABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==)

在此问题中*X*为所有可能性的集合，我们将*X*划分为![](data:image/x-wmf;base64,183GmgAAAAAAAIAHgAIBCQAAAAAQWwEACQAAAwICAAACAL0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAoAHCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6P///9ABwAAIwIAAAUAAAAJAgAAAAIFAAAAFAK8ARwAHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1jt3ZhChHP7///+HMwrDAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAe3kAAAUAAAAUArwBjQYcAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWO3dmEKEc/v///9QzCkcAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAH0AAAAFAAAAFAIDApsBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+HMwrEAAAKAAAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAxMm4A4AGKArwBBQAAABQCoAHZABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////1DMKSAAACgAAAAAABAAAAC0BAQAEAAAA8AEAABIAAAAyCgAAAAAHAAAAUyxTLi4uUwBeAXgAagFgAGAAYAAAA70AAAAmBg8AcAFBcHBzTUZDQwEASQEAAEkBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQADAAIDAAEAAgCDUwADABsAAAsBAAIAgzEAAAEBAAoCAIMsAAIAg1MAAwAbAAALAQACAIMyAAABAQAKAgCDLgACAIMuAAIAgy4AAgCDUwADABsAAAsBAAIAg24AAAEBAAAKAgCWewACAJZ9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOkpAIoCAAAKAAYsZukpAIoCAAAAAEDUGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，其中![](data:image/x-wmf;base64,183GmgAAAAAAAIABQAIBCQAAAADQXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAfYAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///82NQoxAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaQC8AQUAAAAUAoABKAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0sfCgUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFMAAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBUwADABsAAAsBAAIAgWkAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AiykAigIAAAoAbTNmiykAigIAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)满足公式2-16，所以原始问题2-13可以表示为公式2-17与2-18的内部外部最大值求解过程。
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### F值期望的求解过程
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由于*TP+FN*固定，所以FP，TP，TN中再确定两个关系或值的话便可以求解出F1值的大小，该算法中分别设定*FP+TP*与*TP*为另外两个关系和值，分别用*A*与*B*代表，那么可以认为{*A*，*B*}代表一个唯一状态，对应了一个*F1*值。所以求出所有可能的状态{*A*，*B*}出现的概率以及其对应的*F1*值便可求出整体期望。

为了求解所有状态{*A*，*B*}出现的概率，这里当把所有的待分类样本作为一个序列输入，那么便可以通过状态转移自动机来求解出所有可能的状态以及其对应的，自动机如下图2-3。
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图2-3 状态转移自动机
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算法2-1 F1值期望求解过程

|  |
| --- |
| 输入：分类器认为每个样本输入正例的概率*P*：，需要求解F1值期望的序列  输出：F1值期望 |
| 1. Def getMaxF1(*P*,)： 2. 初始化状态概率集合，加入初始状态 3. For i = 1 To n 4. For each State 5. If 7. Else 9. End if 11. End For 12. End For 14. For each State 15. +=*P\** 16. End For 17. Return |
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上文中已经提到，该算法的前提是要先获取该空间相对较为准确的概率模型，如果模型偏离真实空间分布过大，也就是分类器的输出与实际概率相差过大的话，即使通过该算法也可能无法得到很高的F1值。不幸的是不平衡样本分类问题恰恰可能造成该状况，由于不平衡数据集的分布对传统分类器的影响过大，已经超过了该算法后期优化的能力，从而造成效果降低，该问题可以使用本文第三章中的迭代算法加以改善。

算法2-2 最大化F1值期望的分类算法

|  |
| --- |
| 输入：分类器认为每个样本输入正例的概率*P*：  输出：使F1值期望达到最大的序列，既分类输出 |
| 1. 对序列*P*进行排序 2. 初始化变量， 3. For i = 1 To n 4. 构造序列*zi*满足式2-19，并且保证*zi*中为”1”的项的数目为i个 5. = getMaxF1(*P*, *zi*) 6. If ()  9. End if 10. End for 11. Return |

## 损失最小化学习

### 引言

损失最小化学习的思想最先由Joachims于2005年提出[[33]](#endnote-34)，并将其应用到他在前一年提出的结构化支持向量机中[[34]](#endnote-35)(Structured Support Vector Machine，SSVM)，设计了一种可以设定任意支持向量机输出与真实类标之间损失关系的训练方法，该文章评获05年ICML会议(International Conference on Machine Learning)的最佳论文。

基于损失最小化学习的结构化支持向量机的核心思想是自定义损失函数，并以此函数来代替传统支持向量机中的合页损失函数。只要自定义损失函数可以衡量分类器输出与目标输出之间的误差，或者为任意一个合理的映射关系，那么此算法便可以使该损失函数达到最小值以满足不同的训练需求。不过如果损失函数过为复杂或者为离散函数的话，可能导致此算法的时间复杂度大幅上升以至于可能无法求出最终结果。

### 结构化支持向量机

结构化支持向量机的思想并不是很复杂，作者提出他主要是由于传统的支持向量机的输入通常都是向量，而面对一些图像处理、文本关系、语音识别等问题，在当时的研究情况下，可能并无法有效的将结构化输入转化为向量模型。并且当使用者把自定义的结构化模型作为输入时，传统的序列最小优化算法(Sequential minimal optimization，SMO)[[35]](#endnote-36)将无法正常的使用，所以作者提出了一套对应该种输入的训练方案。其主要思想是首先随机在假设空间中构建一个初始假的假设条件，然后通过结构化输入模型以及自定义损失函数计算在该假设条件下的输出，然后找出违反该假设条件最严重的点作为支持向量，将其加入支持向量集，最后根据新的支持向量集来缩减可能的假设空间，并重新构建新的假设的。不断地进行以上的这个迭代过程，直到所有的点均满足假设条件时，或者相对于目标输出的误差小于松弛量的时候，便认为最后一个假设为当前训练样本的分类超平面，作为最后结构化支持向量机的训练结果。

### 最小化全局损失函数
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由上述式中可以看出，普通的机器学习方法利用了同分布的假设条件，在单个样本输出与其真实值之间构建偏差损失函数进行评估，尤其在支持向量机中，之前的算法通常只能这样处理，而对于许多问题中，该类型的损失函数不能准确的表达训练目标。所以基于结构化支持向量机的特定损失函数最小化的学习方法被设计了出来，其主要功能便是对于任意的损失函数提供了一个通用模型来进行训练使其达到最小。

### 训练过程介绍

对于结构化支持向量机的训练方法，起初每次迭代采用的是复杂的![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA3MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKECHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////QRArhAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMnm8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zdfCvQAAAoAAAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAE8obikUAX4AdQEAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIFPAAIAgSgAAgCBbgADABwAAAsBAQEAAgCIMgAAAAoCAIEpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AS0gAigAAAAoA6XVmS0gAigAAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的搜索过程，之后作者又在多篇文章中对该算法进行优化和补充[[36]](#endnote-37)[[37]](#endnote-38)[[38]](#endnote-39)，在此我们不对训练过程本身做过多的详尽介绍，后文中我们将使用![](data:image/x-wmf;base64,183GmgAAAAAAAGALYAIACQAAAAARVwEACQAAA9gBAAACALsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gCwAAFQIAAAUAAAAJAgAAAAIFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+8FQoMAAAKAAAAAAAEAAAALQEAABkAAAAyCgAAAAAMAAAAb3B0aW1pemUtU1ZNwADAAGwAbAAmAWwAqACoAHgA2AAUAQADBQAAABQCAwI9CRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////ZnAKyQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAAbXVsdGkAnwBvAD4APgC8AQUAAAAUAvQAPQkcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWnnf6EPKO/v///7wVCg0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEQAvAG7AAAAJgYPAGwBQXBwc01GQ0MBAEUBAABFAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBbwACAIFwAAIAgXQAAgCBaQACAIFtAAIAgWkAAgCBegACAIFlAAIAgS0AAgCBUwACAIFWAAIAgU0AAwAdAAALAQACAINtAAIAg3UAAgCDbAACAIN0AAIAg2kAAAEAAgSFlANEAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAK5IAIoAAAAKAP96Zq5IAIoAAQAAAEDUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)代表其求解过程。
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![](data:image/x-wmf;base64,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)

![](data:image/x-wmf;base64,183GmgAAAAAAAEAOYAIACQAAAAAxUgEACQAAA5gCAAACAN8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAOCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVoBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9vewpyAAAKAAAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAKCwpfigsKQDWAM8AVgAeAdYAzwC8AQUAAAAUAoABcQYcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///ztFCsYAAAoAAAAAAAQAAAAtAQEABAAAAPABAAASAAAAMgoAAAAABwAAAHsoLCgpKX3/pAFiAZ4BUAF+AH4AAAMFAAAAFALjAb8BHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9vewpzAAAKAAAAAAAEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAAB4eWR4eQDHAFkB+QDHALwBBQAAABQCgAHDCBwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////O0UKxwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAeWZ4eIwBYgEAAwUAAAAUAoABHwccAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAFDWnnf6EPKO/v///297CnQAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAER5AAMFAAAAFAKAAToAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQRXVjbGlkIE1hdGggVHdvAP7///87RQrIAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABFeAIBAAPfAAAAJgYPALMBQXBwc01GQ0MBAIwBAACMAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAE0V1Y2xpZE1hdGgyABEHRXVjbGlkIE1hdGggVHdvAAgGAAIEf4TwRQIEfwD3eAMAGwAACwEAAgCCKAACAIN4AAIAgiwAAgCDeQACAIIpAAIAgn4AAgCDZAACAIIoAAIAg3gAAgCCLAACAIN5AAIAgikAAAEBAAoCAIJ7AAIEhZQDRAIAgigAAgCDeQACAIIsAAIAg2YAAgCCKAACAIN4AAIAgikAAgCCKQACAIJ9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFRIAIoAAAAKAJp7ZlRIAIoAAAAAAEDUGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)
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算法2-3 结构化支持向量机求解最小化全局损失

|  |
| --- |
| 输入：样本集合，松弛量与正则量比例系数C，类标空间，松弛量训练调节参数  输出：支持向量机参数 |
| 2. Do  5. If  那么 7. 在集合上的结果 8. End if 9. Until不再变化 10. Return |
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然而该算法由于使用了支持向量机的思路而无法使用SMO算法，虽然在文献中提到的算法可以在线性时间内对线性核的支持向量机进行训练，然而众所周知线性核主要适用于高纬度并且低秩的输入空间，通常纬度与样本数相当的时候效果较好，对于一些普通的输入，通常要使用RBF核进行优化。然而对该算法使用RBF核时经常出现由于复杂度过高而无法训练出结果的情况，所以此算法在信息检索等领域表现更好一些。

## 本章小结

本章首先介绍了不平衡样本分类评价标准，以及各种评价标准的常用环境以及优劣情况。然后介绍了直接将评价标准参与到算法设计中的思路，介绍了两种直接作用于分类问题评价标准的算法，他们分别可以在训练阶段以及分类阶段对模型进行优化或者改善，从而直接的适应特殊的评价标准。虽然说两种算法并不能完美地解决不平衡数据集分类问题，但是他们的思想可以说都是可以从根本上解决不平衡样本数据集的分类难问题，并且巧妙的躲避开了经典算法中改变样本空间分布或训练过程受原始数据影响严重等问题。

1. 最大化F1值的不平衡样本数据集训练算法

## 引言

根据上文所述，传统分类算法是无法直接用于不平衡样本分类问题的，而对于经典的不平衡样本分类算法，其通产的思路都很直观，大都是直接作用于数据集上，无论是直接改变数据集中样本的权值分布，还是通过某种特殊的方法来增删数据集中的各类的样本，最后都是为了让原始的不平衡数据集可以达到一个相对平衡的状态，最后便可以应用传统的分类方法来解决原始问题。

众所周知，传统的分类方法其根本思想都是通过对训练样本空间进行一致性假设的归纳，既归纳偏置，从而可以对整个样本空间中未出现过的样本进行预测[[39]](#endnote-40)，对于不同的分类器来说，只不过是他们采用的VC维(Vapnik-Chervonenkis Dimension)[[40]](#endnote-41)函数，以及偏置条件不同。

不幸的是经典不平衡分类算法恰好与传统机器学习的思想相左，由于经典不平衡分类算法大多是通过改变原始样本分布来解决不平衡问题的，而传统机器学习算法是建立在训练数据与真实数据是独立同分布的基础上的，如果改变了训练数据的分布，完全可能对结果产生未知的影响。虽然这一种影响对于一些判别模型的影响还达不到可以破坏整个模型效果的级别，但是可以肯定的是，这一定会影响模型的决策过程。而且这种影响对真实空间的最终预测过程是偏向好的方向还是坏的方向通常是无法判断的，尤其是对一些有随机过程参与的算法，如SMOAT算法等，其改变分布的情况更为严重，即使使用交叉验证的方法来训练模型，也会造成多次试验中平均的分类准确率或分类F1值都会波动相对较大。所以为了解决上述问题，本文设计了一种通过以评价标准为目标从而直接对模型训练的方法，并且在多数数据集上取得了与经典不平衡分类算法相当或是更好的结果。

## 算法基本思想

本小节阐述了最大化F1值训练法的基本思想以及该方法为何可以应用于不平衡数据集分类问题。
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而经典的不平衡数据集分类算法的思想是直接采用某种方法强行的缩小多数类与少数类之间的样本比值，通常会使两类的样本点数目达到相同或十分接近，然后应用传统分类算法时，如果数据集的概率密度曲线还是如图3-1所示，由于已经不存在两类样本基数不同这一问题，所以使全局分类准确率最高的分类界限应该是图中的线a。这条线是以两类概率密度曲线交点的横坐标作为分界阈值，分界线左边的少数类与右边的多数类为错分样本，由面积法易证，此时分类错误样本数最小。
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图3-1 数据概率密度曲线示意图

然而由于样本空间的改变，我们只能认为该解（线a）是当前改变后的样本空间中最佳分类线，并不能确定该分界点是否也是原数据集上的最佳点，对于不平衡样本分类问题，在原始数据集上我们通常采用2.1节中介绍的评价标准来评价最终分类效果的好坏，而经典不平衡样本分类方法通常只能使原始空间的不平衡分类评价指标有所上升，即使不采用正则项降低过拟合，通常也无法证明该解一定是该原始样本空间中的最优解或者一个极优解。

对于图3-1的数据集来说，由于它是一维数据，如果比例n固定的话，我们可以知道使该数据集的最终F1值达到最大的分界点一定只有一个，并且是可解的。本文提出的算法便是基于该思路，跳过了经典算法中改变原始数据集分布的这一过程，直接寻找可以使原始数据集最终分类结果达到最大F1值的分类界限。然而对于一维问题，其求解方法显然很容易，而对于超过一维的问题并且需要基于传统分类算法设计求解该归纳偏置的时候，该问题的规模将指数上升，因此本课题设计了基于第二章介绍算法思路的解决方法来解决此问题。

## 基于最大化F1值分类过程的神经网络

### 算法思想与概述

本算法基于传统的神经网络模型以及2.2节中介绍的最大化F1值期望的分类过程两个算法。这里选用神经网络模型主要是由于其分类函数的VC维是与神经网络的参数个数也就是模型结构是相关的[[41]](#endnote-42)，完全可以通过问题规模来进行调整，而对于普通的线性分类模型来说，其VC维固定为样本维度加一，对于一些维度较低，样本数量较多并且分布较为复杂的数据集来说可能无法完美解决分类问题。而采取其他非线性模型，如支持向量机核函数的话，通常训练时间会高于神经网络模型很多，甚至可能出现无法求解的情况。并且更为主要的一点是人工神经网络的训练本身就是一个迭代的过程，其间包含一步分类过程，对于不平衡数据集来说，产生问题的环节恰为这一个分类以及评价当前分类器分类结果的过程，可以设计一种算法对这一环节进行了针对于不平衡数据集的调整，从而缩小数据的不平衡性对于整个训练过程的影响。综上两点，本算法优先考虑使用人工神经网络最为基础分类模型。

根据上节中阐述的算法原始思想，为了使神经网络模型的训练结果可以使训练集分类结果与目标分类结果之间达到最高的F1值效果，本算法结合了最大化F1值的分类过程。上文中已经提到过，最大化F1分类过程需要一个已经在样本空间中训练好归纳偏置的分类器，也就是可以求出每个样本属于每一类相对较为准确的概率。但是直接使用不平衡数据集训练得到的神经网络不满足该要求，所以本算法对传统神经网络模型做了针对于不平衡数据集的调整，通过变换传统神经网络训练过程中的分类过程，并重新设计训练过程中分类结果的评价标准以及参数更新策略，从而适应不平衡数据集。最终本算法在多数不平衡数据集上取得了不错的分类结果，通常可以达到一个与结构化支持向量机以及经典不平衡分类算法相当或略佳的结果。

### 最大化F1值分类过程的神经网络
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图3-2 神经网络结构示意图
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我们知道神经网络训练的思路都是采用一个迭代的过程，对于经典的神经网络模型，如果采用反向传播算法，通常损失函数都设置下式3-6与3-7的形式，可以看到3-7式中包含了一步求解输出的过程，之后针对所有样本的输出与期望输出的间误差，通过梯度来更新神经网络参数，从而使每一个样本误差都有减小的趋势，最终整体损失不断的缩小。而针对不平衡数据集时，根据前文中的理论，不该再以每个样本的输出与其期望输出的误差加和作为训练目标，而是应该让模型的输出与目标输出间可以达到最大的F1值，所以可以通过引入2.2节中的算法来解决这一问题。
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对于2.2节中介绍的算法，我们已知该算法可以在可接受的时间内求解出当前假设空间下可以使F1值期望达到最大的分类解。所以可以利用这一算法对传统神经网络中训练过程中的式3-7中的![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////IVAqlAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkyAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WWgKRwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAIN4AAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDfSACKAAAACgBwG2bfSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)进行进一步的调整，使评价过程以及更新过程适应不平衡数据集。由于该算法总是可以得到当前参数下的最优解，而对于当前最优解来说可能与全局最优解还具有一定的差距。其中的差距可能是由于其数据集本身不可分造成的，也可能是由于正则项造成的，还有一点便是可能由于模型求解的概率不准造成的，对于前两项，他们已经被数据集或模型参数所固定，无法大幅优化，而对于第三项来说完全可以通过计算当前输出类标与目标输出类标间的误差以及每个样本的误差贡献来对总体误差进行缩小，使最终F1值达到全局最优或局部极优，最终收敛于一个可承受的误差范围或者收敛于一个无法继续缩小的误差解。

然而使用2.2节中的算法带来的问题是会把原本的![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9/fwqtAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkyAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////84gKNQAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAIN4AAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDKSACKAAAACgCLaGbKSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)从连续函数变成了离散的，已经无法正常的使用反向传播算法求解参数的更新量。所以我们在这里将定量的损失函数贡献转化为了定性或者半定量的损失函数贡献进行求解。对于最大化F1值期望分类过程的，其输出为一个n维的由0与1组成的向量，既![](data:image/x-wmf;base64,183GmgAAAAAAAOADQAIBCQAAAACwXwEACQAAA3cBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+gAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0ABMDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8yfgorAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbnm8AQUAAAAUAqABFgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zdHCkIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAHswLDF9AKgAugBmAIoAAAOcAAAAJgYPAC4BQXBwc01GQ0MBAAcBAAAHAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBewACAIgwAAIAgiwAAgCIMQACAIF9AAMAHAAACwEBAQACAIFuAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAuSACKAAAACgAefmYuSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。我们这里可以参照支持向量机的合页损失函数的思想，如果单个样本的分类器输出达到了某一条件时，就认为这一个样本的损失为0，而没达到这一条件的时候才认为这个样本拥有一定的损失。在本问题中，我们认为神经网络的输出![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8iCArcAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCnUAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////yCIKawAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaFhuAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCCKAACAINYAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDMSACKAAAACgA9I2bMSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)经过了最大化F1值分类过程后，如果某一样本最终输出与目标输出相同，那么该样本在当前状态下的模型下是没有任何损失的，而最终输出与目标输出不相同，那么就正常采用![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9umQrPAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkyAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////kpsKNwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAIN4AAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBySACKAAAACgDtKGZySACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)来计算损失，这里之所以不采用0与1计算损失是因为该输出是最大化F1值分类过程的输出，由于这一过程的特殊性，无法定量的求解出该步骤对分类器输出的直接影响，所以损失的求解过程继续采用正常的误差平方求解方法。根据上述描述，可以将3-7式的样本损失更新为下式3-8的形式，其中MFC代表最大化F1值分类过程(Maximize F1 classification)，其输入是所有样本的分类器输出![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8lWgrAAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCnUAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////EWYKOAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaFhuAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCCKAACAINYAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAWSACKAAAACgBMWGYWSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，所以式中![](data:image/x-wmf;base64,183GmgAAAAAAAMAIQAIACQAAAACRVAEACQAAA+8BAAACAKsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+ACAAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AJAHHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////ETgqNAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmnALwBBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////dk4K6AAACgAAAAAABAAAAC0BAQAEAAAA8AEAABIAAAAyCgAAAAAHAAAATUZDKCgpKQBWAdIAAgFQAdQBfgAAAwUAAAAUAvQA5QccAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///8ROCo4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGlYvAEFAAAAFAKgAe4DHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///92TgrpAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABoWG4BAAOrAAAAJgYPAEwBQXBwc01GQ0MBACUBAAAlAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgKCTQACAIJGAAIAgkMAAgKCKAACAINoAAIAgigAAgCDWAACAIIpAAIAgikAAwAcAAALAQEBAAIAgigAAgCDaQACAIIpAAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDsSACKAAAACgApTmbsSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)代表经过MFC后第i个样本的输出，可见该式并不影响普通的反向传播算法更新参数。

![](data:image/x-wmf;base64,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)

最终，最大化F1值分类过程的神经网络算法的全过程如下算法3-1所示。

算法3-1 最大化F1值分类过程的神经网络

|  |
| --- |
| 输入：学习率，最大迭代次数，样本集合，隐藏节点数目，目标F1值  输出：输入—隐藏层连接系数矩阵，隐藏—输出层连接系数向量 |
| 1. 对与进行初始化，每一个分量的范围为(-0.1,0.1) 2. ,, 3. For i = 1 To 4. 对样本集合求解 5. 采用MFC过程求解当前输出，并求解当前模型下F1值 6. If(>) Return 当前, 7. Else if (>) , 8. End if 9. 根据损失3-8采取反向传播算法更新与 10. End For 11. Return , |

### 算法分析

由前两节的描述我们可以知道，神经网络模型训练过程分为两步分别是使用当前模型对训练数据进行分类操作以及通过分类结果对之前模型优化，并不断迭代这一过程。对于分类过程中，模型参数W(这里W代表所有网络层之间的所有关系系数)唯一对应着训练集的最优F1值期望，并且唯一对应着一个分类解和最终训练集上的F1值，如关系3-9所示。因此式中第二部分与第四部分建立了联系，而根据上文中的训练过程可以确认当![](data:image/x-wmf;base64,183GmgAAAAAAAGADAAIBCQAAAABwXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9ibArDAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmqAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////84gK0AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaFhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAINYAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBwSACKAAAACgBnG2ZwSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)效果较差时，由于分类错误占据了误差函数主导，所以分类模型一定是向一个![](data:image/x-wmf;base64,183GmgAAAAAAAGADAAIBCQAAAABwXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8TRAqvAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmqAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////V0QK+QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaFhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAINYAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQANSACKAAAACgADQ2YNSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)较好的方向发展，而当![](data:image/x-wmf;base64,183GmgAAAAAAAGADAAIBCQAAAABwXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+SmwqiAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmqAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////kygKWgAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaFhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAINYAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCsSACKAAAACgCGbGasSACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)效果较好的时候根据3-9式可以发现其第二项是第四项F1值期望，并且其可能性空间为![](data:image/x-wmf;base64,183GmgAAAAAAAMAB4AECCQAAAAAzXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAcABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAL0AAMBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////sKQqWAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbnm8AQUAAAAUAqABOgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///2FwCu8AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADITAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMgADABwAAAsBAQEAAgCBbgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ArUgAigAAAAoADHVmrUgAigAAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，是一个十分大的样本空间，所以可以认为第四项的结果通常会在第二项的结果附近，并且通常情况下越接近期望的结果出现的概率越高。所以本算法中即使我们在优化过程中主要优化的是第二项，每次迭代都使第二项达到一个更高的值，其最终也会推动训练集的F1值达到更高，或者有更大的概率获取更高的值。

![](data:image/x-wmf;base64,183GmgAAAAAAAAAhAAIACQAAAAARfQEACQAAAyICAAACAOgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAhCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AIAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+LaAptAAAKAAAAAAAEAAAALQEAADQAAAAyCgAAAAAeAAAAV01heFtFKEYoKCksKSldTUZDKCgpKUYoWCxZO1cpqANWAagAwAB+AOoAfgDSAEQBqgF+ANgAfgB+AKACVgHSAAIBRAGqAX4AsgLSAH4AFAFgABQBbABoAQADBQAAABQCYAHcCRwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////9VsKHAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAaFhoWEQBxglEAQADBQAAABQCYAEOAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhANaed/oQ8o7+////i2gKbgAACgAAAAAABAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAAYWdhYRwLOgJICQAD6AAAACYGDwDGAUFwcHNNRkNDAQCfAQAAnwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgVcAAgSLpiFhAgCBTQACAIFhAAIAgXgAAgCBWwACAIFFAAIAgSgAAgCBRgACAIEoAAIAg2gAAgCBKAACAINYAAIAgSkAAgCBLAACBIuP6WcCAIEpAAIAgSkAAgCBXQACBIumIWECAIFNAAIAgUYAAgCBQwACAIEoAAIAg2gAAgCBKAACAINYAAIAgSkAAgCBKQACBIumIWECAIFGAAIAgSgAAgCBWAACAIEsAAIAgVkAAgCBOwACAIFXAAIAgSkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBCSACKAAAACgBnG2ZCSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

然而对于此算法的原理与细节进一步分析，可以发现其中还存在两点有待解决的问题：
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## 最小化损失学习神经网络
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### 最小化全局损失学习与算法基本思想

传统机器学习分类方法通常都会涉及损失函数以及缩小损失的过程，对于大部分传统机器学习方法，他们的训练思想通常是利用数据集的独立同分布性，通过构建单个样本的输出与目标输出间的误差函数，并将所有样本的误差相加来作为训练集的总体损失，通常为下式3-10的形式。最理想的损失函数为0-1损失函数，既如果输出与目标输出属于同类别那么损失为0，不同则为1，如式3-11所示。
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由于0-1损失函数是一个离散函数，通常很难对其进行优化，所以不同的机器学习分类算法通过不同的思路重新构建了损失函数，他们通常是采用连续的或可以通过其他特定方法优化的函数，如逻辑回归的对数损失，支持向量机的合页损失，Adaboost的指数损失等等，他们的图像如下图3-3所示。可以看出这些损失函数均是0-1损失的不同上界，优化这些损失函数的时候也会同时使训练集的0-1损失降低以达到训练的目的。

![](data:image/png;base64,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)

图3-3 常见损失函数图像
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### 损失函数的设计

本算法中选取了F1这一最经典的复合评价标准作为优化目标，所以可以将损失函数设置为(1-F1)值，对于神经网络的训练，损失值最小和F1值最大其实是一样的，只要将梯度前的符号进行改变即可，所以这里将最小化损失的概念扩充到了最大化目标函数，既将3-15式转化为3-16式的形式。
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然而观察公式3-21我们可以发现因为![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlMAWQAFAAAAEwJTABkBBQAAAAkCAAAAAgUAAAAUAkABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///91sCgMAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB5NQADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3kABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKANRrZnNIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)都是0与1组成的序列，虽然可以通过![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlMAWQAFAAAAEwJTABkBBQAAAAkCAAAAAgUAAAAUAkABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///91sCgMAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB5NQADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3kABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKANRrZnNIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)表示出整个训练集的训练目标，但是由于求解![](data:image/x-wmf;base64,183GmgAAAAAAAGABgAEBCQAAAADwXgEACQAAA1EBAAAEAIwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAWABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8gAQAAZgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAlkARgAFAAAAEwJZAAYBBQAAAAkCAAAAAgUAAAAUAkABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///4IWCnoAAAoAAAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAB6AAADjAAAACYGDwANAUFwcHNNRkNDAQDmAAAA5gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIBg3oABgARAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQIAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAJFwZuZIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQEAAwAAAAAA)的过程中包含了一步![](data:image/x-wmf;base64,183GmgAAAAAAAAAGAAIBCQAAAAAQWgEACQAAA30BAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAGCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9wewqdAAAKAAAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAc2duKCgpKf+WAMAAwABQATIBfgAAAwUAAAAUAmABzgIcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0dLClQAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGh4RAEAA54AAAAmBg8AMQFBcHBzTUZDQwEACgEAAAoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAoJzAAIAgmcAAgCCbgACAIIoAAIAg2gAAgCBKAACAIN4AAIAgikAAgCCKQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC/SACKAAAACgCRLma/SACKAAAAAABA1BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的操作，所以该F1值仍然是离散的，并无法与我们的神经网络输出以及各个节点间的连接层建立直接的数值联系。在结构化神经网络中求解任意目标函数时采用的是空间遍历以及双重优化的思路，也因此需要耗费巨量的时间，而在本文的算法中，我们放弃了这一思路，而是采用神经网络输出层sigmod函数特有的式3-5的性质来将![](data:image/x-wmf;base64,183GmgAAAAAAACAFAAIBCQAAAAAwWQEACQAAA6UBAAAEAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiAFCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBAAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnkAIAIFAAAAEwJ5AOACBQAAABQCcwCbAwUAAAATAnMAWwQFAAAACQIAAAACBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////w5wKkQAACgAAAAAABAAAAC0BAQAPAAAAMgoAAAAABQAAAEYxKCwpAK4AogBiAYEBAAMFAAAAFAJgASYCHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////iZwo7AAAKAAAAAAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAAB6eXoBAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBRgACAIgxAAIAgigAAgGDegAGABEAAgCCLAACAYN5AAYAEQACAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKADUtZshIAIoA/////4DTGQAEAAAALQEDAAQAAADwAQIAAwAAAAAA)与![](data:image/x-wmf;base64,183GmgAAAAAAAAADAAICCQAAAAATXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+WOgq5AAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCkyAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////jRoKLwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhEAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCBKAACAIN4AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCXSACKAAAACgCJimaXSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)建立起联系。

本算法利用神经网络训练过程是采取先将使用当前状态的网络进行分类，然后求解损失并对此损失进行优化已达到下一更优状态这一思想，将训练中的评价过程进行变换，不再使用当前状态下神经网络的具体分类结果，而是采用当前输出的形如式3-5的概率求解损失的期望值，并对期望值进行优化，这样既可以建立输出和参数与目标间的直接联系，也可以通过优化期望值来增加目标获取更高值的概率，这样不失训练的意义。

然而建立期望联系我们并不能采用2.2.3节中的精确求解过程，首先是因为精确求解需要耗费![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////lYAr7AAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAM2S8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///7hrCgMAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////lYAr8AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABuAAADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAMSACKAAAACgAqRmYMSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)的时间，这有悖于本节设计快速算法的初衷，其次可以看到2.2.3节中介绍的算法最后求解出的状态—概率空间已经无法存储每一样本对其的贡献，也就是无法直接建立期望与样本之间的关系，所以也无法直接建立期望与神经网络权值之间的关系，为了解决这两个主要问题我们采用下式3-22中的近似关系。

![](data:image/x-wmf;base64,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)

由于有期望与协方差的关系3-23，所以对于式3-22中的分子分母分别取期望，分子的期望便如式中右侧的分子的形式，而分母的期望由于后续反向传播算法中希望可以对有所样本都可以带入![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA2gBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAQABHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////8rQpeAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKClQAQADBQAAABQCYAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////AXoKOwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAaHhiAQADkQAAACYGDwAYAUFwcHNNRkNDAQDxAAAA8QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg2gAAgCCKAACAIN4AAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBMSACKAAAACgD5ZWZMSACKAAAAAADQ0hkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，而不是对于一部分样本会舍去分类器输出，所以继续采用的平方的形式而不是直接期望的形式，但是即使取平方由于![](data:image/x-wmf;base64,183GmgAAAAAAAEADAAIBCQAAAABQXwEACQAAA4wBAAAEAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnMAnQEFAAAAEwJzAF0CBQAAAAkCAAAAAgUAAAAUAmABAAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///x6KClUAAAoAAAAAAAQAAAAtAQEACgAAADIKAAAAAAIAAAAoKW8BAAMFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+jLApNAAAKAAAAAAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABoeGIBAAOTAAAAJgYPABwBQXBwc01GQ0MBAPUAAAD1AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDaAACAIIoAAIBg3gABgARAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAASACKAAAACgC4a2Y/SACKAP////+A0xkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)最终将会接近于0或1，所以其整体值是接近的。而对于式3-23中的后一项两个变量的协方差，我们可以发现*X*与*Y*均为![](data:image/x-wmf;base64,183GmgAAAAAAAEADAAIBCQAAAABQXwEACQAAA4wBAAAEAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAnMAnQEFAAAAEwJzAF0CBQAAAAkCAAAAAgUAAAAUAmABAAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///x6KClUAAAoAAAAAAAQAAAAtAQEACgAAADIKAAAAAAIAAAAoKW8BAAMFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+jLApNAAAKAAAAAAAEAAAALQECAAQAAADwAQEACgAAADIKAAAAAAIAAABoeGIBAAOTAAAAJgYPABwBQXBwc01GQ0MBAPUAAAD1AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDaAACAIIoAAIBg3gABgARAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAASACKAAAACgC4a2Y/SACKAP////+A0xkABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)，他们分别在分子与分母，所以*X*与*Y*的变化趋势相反，根绝协方差的性质，可以认为协方差将一直0，所以有关系3-24，当算法不断优化右方的近似值的同时，由于期望值为近似值的上界并且相对接近，所以也可以不断使期望扩大，收敛于一个全局最优解或者局部极优解，已达到训练目的。

![](data:image/x-wmf;base64,183GmgAAAAAAAAAdAAIACQAAAAARQQEACQAAAxMCAAACAN4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAgAdCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AHAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAToAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///94KArxAAAKAAAAAAAEAAAALQEAACEAAAAyCgAAAAARAAAARSgpKCkoKSgoKCkpKCgpKSkA6gBwAhID1AGYAXoB6AJ+ADIE1AF+AH4A2AN6AX4AfgAAAwUAAAAUAmABogEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1NICtYAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAbAAAAMgoAAAAADQAAAFhZRVhFWUVYRVhZRVnW6gAYA6oBwgF0Ae4CKAKIAqoBmgJkAnQBAAMFAAAAFAJgAWwEHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1sB0w6iiVv7///94KAryAAAKAAAAAAAEAAAALQEAAAQAAADwAQEADQAAADIKAAAAAAQAAAA9Ky0t4Ae2BKgGAAPeAAAAJgYPALIBQXBwc01GQ0MBAIsBAACLAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBRQACAIEoAAIAg1gAAgCDWQACAIIpAAIEhj0APQIAg0UAAgCCKAACAINYAAIAgikAAgCDRQACAIIoAAIAg1kAAgCCKQACBIYrACsCAINFAAIAgigAAgCCKAACAINYAAIEhhIiLQIAg0UAAgCCKAACAINYAAIAgikAAgCCKQACAIIoAAIAg1kAAgSGEiItAgCDRQACAIIoAAIAg1kAAgCCKQACAIIpAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDrSACKAAAACgAYTGbrSACKAAEAAADI3xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

![](data:image/x-wmf;base64,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)

综上，我们便将原始的神经网络训练目标3-12完全转变为了式3-13的形式，并根据不平衡样本分类评价标准中常用的F1值进行了目标函数的设计，然后将离散函数近似为一个连续函数，使该函数可以完美的与每个训练集样本输出建立联系，进而与神经网络参数建立联系，并且证明了神经网络的训练过程中可以在优化该近似函数的同时优化整个训练集上的最终F1值，满足最初的设计思想。

### 训练过程

上文中已将介绍了本算法解决不平衡问题的特定目标函数最大化的思想，并利用不平衡样本分类的评价标准构建了应用于训练集的关于整体F1值的目标函数，本节将介绍使用该目标函数的神经网络权值具体更新方案以及整个算法的算法流程。

对于神经网络模型，其最常用的有效的权值更新策略便是反向传播算法，由于本算法的最终结果将目标函数训练到最大值所以，其更新过程如式3-24与3-25所示。其中![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAQoAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7////+NQrAAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaAAAA4oAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBIS3A2gAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAIabZvdIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)代表了学习率，其大小影响了神经网络的收敛速度以及收敛精度，偶尔也可能会影响到最终收敛于哪一个极优解附近。其设置方案通常有人为设定法也有退火法既设定一个相对较大的初值并随着训练过程不断的缩小。
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![](data:image/x-wmf;base64,183GmgAAAAAAAGAHQAIACQAAAAAxWwEACQAAAxYCAAACAKYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAHCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gBwAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAUoCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9xWwp7AAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAPUYxANYCrgAAAwUAAAAUAuMBawYcAAAA+wIi/wAAAAAAAJABAQAAAQACABBTeW1ib2wAAFDWnnf6EPKO/v///yslCsIAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHcHvAEFAAAAFAKAASQBHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7///9xWwp8AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAB3aP4BAAMFAAAAFAKAAToAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQ1p53+hDyjv7///8rJQrDAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABE0dIDAAMFAAAAFAKKAIoBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEA1p53+hDyjv7///9xWwp9AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABy0QADpgAAACYGDwBBAUFwcHNNRkNDAQAaAQAAGgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhZQDRAIFhMkDdwYACwACAIE9AAIEhLcDaAIEhgci0QIAgUYAAgCIMQADABsAAAsBAAIEhMkDdwABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCuSACKAAAACgB5HmauSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

所以为了求解出每一个权值的更新量，我们需要求解出整个目标函数F1对于每一个节点中每一个参数的偏微分，其求法如下式3-26。其中![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAiACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjAVYBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////JLQohAAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAamk+ALwBBQAAABQCgAEiABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAAAUNaed/oQ8o7+////pZIKPwAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdy0AA5UAAAAmBg8AIAFBcHBzTUZDQwEA+QAAAPkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACBITJA3cDABsAAAsBAAIAg2oAAgCDaQAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQARSACKAAAACgB0eGYRSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)代表节点![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJAAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8aXAriAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAagAAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINqAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAIlYZoFIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的第![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9rXQqQAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKABx6ZhpIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个权值，![](data:image/x-wmf;base64,183GmgAAAAAAAMACYAIBCQAAAACwXgEACQAAA3YBAAACAJ4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAzP///6b///+MAgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAT0CHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9NbArJAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAanm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///+2fCkEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAG5ldADAAKgAAAOeAAAAJgYPADIBQXBwc01GQ0MBAAsBAAALAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgiMgINuAAIIjICDZQACCIyAg3QAAwiMgBsAAAsBCIyAAgiMgINqAAABCYyAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AykgAigAAAAoArWFmykgAigAAAAAAQNQZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)代表节点![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJAAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8aXAriAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAagAAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINqAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAIlYZoFIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的内积结果既通过![](data:image/x-wmf;base64,183GmgAAAAAAAOAEAAICCQAAAADzWAEACQAAA0ABAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8Wigp9AAAKAAAAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAAc2lnbW9klgBsAMAAJgHAAAADlgAAACYGDwAiAUFwcHNNRkNDAQD7AAAA+wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAICgnMAAgCCaQACAIJnAAIAgm0AAgCCbwACAIJkAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAEgAigAAAAoAWlBm8EgAigD/////QNQZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)函数(式3-2)前的结果，而![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA2sBAAACAJUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAUAAAAJAgAAAAIFAAAAFALjARwBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8UsQr+AAAKAAAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAamk+ALwBBQAAABQCgAFMABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////AqwKjAAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAeAAAA5UAAAAmBg8AHwFBcHBzTUZDQwEA+AAAAPgAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAIN4AAMAGwAACwEAAgCDagACAINpAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQArSACKAAAACgADGmYrSACKAAAAAACA0xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)代表节点![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///8AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJAAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8aXAriAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAagAAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINqAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKAIlYZoFIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)对应第![](data:image/x-wmf;base64,183GmgAAAAAAAOAAoAEFCQAAAABUXwEACQAAAy0BAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAeAACwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJAAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9rXQqQAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaXkAA4oAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKABx6ZhpIAIoA/////0DUGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个权值的输入，这一项在训练过程中永远是已知第，只要通过当前状态的节点权值和输入便可以求出。接下来要求的便是式3-26结果中的前半部分既最终输出对于每个节点输出的偏微分。

![](data:image/x-wmf;base64,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)

为了求解各个节点的偏微分，我们需要对所有节点分为两类，一类为输出节点，另一类为隐藏层节点，由于前文中介绍过的最终目标函数是直接与输出建立了关系，所以输出节点可以直接通过当前状态下的目标函数值求解出偏微分，而对于隐藏层节点，则需要通过该节点的下游节点来求解偏微分，这也是方向传播算法链式法则的主要思想。
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以上便是针对不平衡数据集的最小化损失学习算法的原始思想推演过程以及最终的训练时更新权值的方案，其算法过程如下算法3-2所示。

算法3-2 最小化损失神经网络

|  |
| --- |
| 输入：学习率，最大迭代次数，样本集合，隐藏节点数目，目标F1值  输出：输入—隐藏层连接系数矩阵，隐藏—输出层连接系数向量 |
| 1. 对与进行初始化，每一个分量的范围为(-0.1,0.1) 2. ,, 3. For i = 1 To 4. 对样本集合求解，并求解当前F1值 5. If(>) 6. Return 当前, 7. Else if (>) 8. , 9. End if 10. 根据式3-28与3-29更新，根据式3-30与3-31更新 11. End For 12. Return , |

## 本章小结

本章为了解决经典不平衡数据集分类算法中一些不合理的设计过程，设计了两种在训练过程中使训练结果与目标输出间F1评价不断升高的算法。首先介绍了以F1值为训练目标对于解决不平衡数据集训练问题的合理性，以及其与经典不平衡分类算法的异同；然后介绍了一种基于最大化F1值分类过程的神经网络算法，通过将传统神经网络训练过程中的传统分类函数替换为最大化F1值分类过程，然后通过替换后的输出计算损失来使损失更为贴近不平衡数据集的损失，最终达到训练集上F1值不断提升的效果；最后由于该算法中存在时间复杂度过高等难以解决的问题，所以设计了一种基于最小化损失学习思想的神经网络，直接求解分类器训练中的F1值期望，并找到近似下界，然后通过优化下界来优化F1值的，最终使训练过程可以求解出使训练数据集获取极高的F1值的假设，以解决不平衡数据集训练的问题。

1. 实验结果与分析

## 实验环境及数据集介绍

### 实验环境介绍

本章实验在PC机上完成，操作系统为Win10 x64企业版，处理器为Intel i7 4710MQ。主算法编译环境采用jdk 1.8.0，运行环境为jre 1.8.0，编译器为IntelliJ Idea 2016.1.3。比试验以及实验预处理时用到了怀卡托智能分析环境(Waikato Environment for Knowledge Analysis,WEKA)，实验数据格式转换是，代码编译环境为GCC4.6，编译器为Code::Blocks 13.12。

### 实验数据预处理

由于本课题主要目的是针对算法的研究，为了单纯的通过原始数据集来验证算法的有效性，所以不对数据集做去除噪声以及特征提取等相对针对数据集的预处理，本节中的数据预处理主要包含类标转换、缺失数据以及进行非数字化特征删除处理。

* 1. 类标转换：本章中的实验数据主要采用的是UCI机器学习公认验证数据集，由于这些数据集通常都是真实数据，所以多数都是包含了多类别数据的，而本算法主要是针对二分类不平衡数据集，所以我们将数据集中的多类问题人工划分为两类，并且保证实际问题中相似的类别或者相对分布可能靠近的类别被分为同一类，并且要保证数据划分之后的相对不平衡性，最终把样本数目较多的一类作为多数类，样本数目较少的一类作为少数类。
  2. 缺失数据处理：这里由于UCI数据集都是真实数据，对于有一些数据集，存在部分样本的部分属性缺失的情况，我们选取的数据集一定不是缺失十分严重的那一类数据集，在这里对多数类缺失与少数类缺失采取不同的处理方式，对于多数类由于样本相对较多，所以如果存在属性缺失的情况那么直接删除该样本，而对于少数类来说，由于样本比较稀有，所以对于属性缺失的情况则遍历其余少数类样本，通过欧氏距离来寻找最近的样本点，并用这一最近的样本点的属性来代替缺失部分属性。
  3. 非数字化特征删除：对于本文中采用的神经网络模型，虽然可以先将离散的特征数字化，然后在进行训练，但是可能数字化的规则对于实验结果产生扰动，所以对于属性相对较多并且非数字化特征较少的那些数据集来说，直接将数据集中的那些特征进行删除，而对于非数字化特征较多的那些数据集，在本章试验中，我们将放弃使用它们。

### 实验数据集介绍

本章中的实验数据集均来自于UCI机器学习数据集，对于数据集的选取过程，主要是选取那些在其他不平衡数据集分类算法研究中出现过的数据集，共以下n个数据集，经过4.1.2节中的处理之后，其最终参数如下表4-1所示。

表4-1 数据集参数表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 序号 | 数据集 | 样本个数 | 少数类比例 | 属性个数 |
| 1 | YEAST | 1484 | 12.60% | 8 |
| 2 | Abalone | 4177 | 8.02% | 8 |
| 3 | Glass | 214 | 23.83% | 10 |
| 4 | Breast Canser | 699 | 34.50% | 9 |
| 5 | Vehicle Silhouettes | 946 | 23.43% | 18 |
| 6 | Haberman | 305 | 26.47% | 3 |
| 7 | Ecoli | 335 | 2.69% | 7 |
| 8 | Credit | 30000 | 22.12% | 24 |

## 算法基础参数设置

对于本文中介绍的两种算法，它们的基础均为传统机器学习方法中的神经网络模型，所以在本章试验中对于两种算法的参数设置类似。首先上文中提到的目标F1值，在本章中由于数据集不同，所以均不作特殊设置，试验中默认为1，对于上限迭代次数，两种算法均设置为一万次，不过这样一定会使在有些数据集上的迭代次数过多，早已达到了最优解还在继续迭代，所以这里设置收敛规则，对于基于最大化F1值分类过程的神经网络，如果训练过程中F1值下降，或涨幅低于0.001超过3次，对于最小化损失学习神经网络，如果超过10次，那么就直接停止训练过程，获取模型结果。

## 算法有效性验证试验数据

本节主要通过实验来证明第三章中阐述的两种算法在不平衡分类问题上的有效性以及性能方面的展示。由于本文第三章中的算法均是以F1值为最终训练目标，所以主要用来进行评价的评价标准为F1值，A-Mean，G-Measure以及通用的全局分类准确率，既式2-9，式2-8与式2-1。为了与第三章中的算法形成对比以证明算法的有效性，本章中选取传统神经网络模型(ANN)，传统支持向量机模型(SVM)，经典不平衡分类方法中的过采样方法SMOTE算法，经典提升算法AdaBoost算法，敏感代价学习算法以及结构化支持向量机六种算法作为进行对比的算法。

### 算法分类结果对比试验

4.3.1.1 与传统机器学习方法的拟合能力对比

首先进行的是第三章中两种算法与传统机器学习方法的对比，第一次试验采取的是训练数据集以及测试数据集采用同一个数据集的策略，主要是为了验证算法对数据集空间分布的拟合能力，其结果如下表4-2。

表4-2 与传统机器学习方法对比实验结果

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 评价标准 | | | | | | |
| 数据集 | 算法 | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 1 | SVM | 0.373 | 0.958 | 0.920 | 0.537 | 0.938 | 0.938 |
| ANN | 0.589 | 0.769 | 0.931 | 0.667 | 0.858 | 0.853 |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 2 | SVM | 0.000 | 0 | 0.920 | 0 | 0.460 | 0 |
| ANN | 0.245 | 0.626 | 0.928 | 0.352 | 0.782 | 0.766 |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 3 | SVM | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| ANN | 0.922 | 0.979 | 0.977 | 0.949 | 0.978 | 0.978 |
| MVC-ANN | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 4 | SVM | 0.996 | 0.992 | 0.996 | 0.994 | 0.995 | 0.995 |
| ANN | 0.996 | 0.972 | 0.989 | 0.984 | 0.985 | 0.985 |
| MVC-ANN | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| ML-ANN | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| 5 | SVM | 0.960 | 0.964 | 0.982 | 0.962 | 0.976 | 0.976 |
| ANN | 0.914 | 0.978 | 0.975 | 0.945 | 0.976 | 0.976 |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 6 | SVM | 0.432 | 0.921 | 0.840 | 0.588 | 0.875 | 0.873 |
| ANN | 0.556 | 0.938 | 0.873 | 0.698 | 0.899 | 0.898 |
| MVC-ANN | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 7 | SVM | 0.667 | 1.000 | 0.991 | 0.800 | 0.995 | 0.995 |
| ANN | 0.889 | 1.000 | 0.997 | 0.941 | 0.998 | 0.998 |
| MVC-ANN | 0.889 | 0.889 | 0.994 | 0.889 | 0.943 | 0.941 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 8 | SVM | 0.760 | 0.862 | 0.985 | 0.807 | 1 | 0.64 |
| ANN | 0.431 | 0.618 | 0.815 | 0.508 | 0.735 | 0.726 |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |

上表4-2中为四种算法在8个数据集上六种评价标准的数据，其中召回率，准确率以及F1值都是针对正例的也就是少数类的。其中算法MVC-ANN代表最大化F1值分类过程的神经网络，也就是3.3节中的算法，而ML-ANN代表最小化损失的神经网络(Minimize Loss-Artificial neural networks)也就是3.4节中介绍的算法，可以看到表中关于MVC-ANN算法有一部分数据集是没有结果的，这是由于该算法的时间复杂度过高，对于一些样本较多的数据集来说，每次迭代都将耗费巨量的时间，尤其是训练刚刚开始的时候，由于所有概率都趋于中间，所以算法耗费时间接近其上限![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA6QBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////AAwAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AKACHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+LqwplAAAKAAAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAM3m8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///65PCvUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAE8oKQAaAeUBAAMFAAAAFAKgAdgBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+LqwpmAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABueQADmgAAACYGDwAqAUFwcHNNRkNDAQADAQAAAwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA8hD0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgU8AAgCCKAACAINuAAMAHAAACwEBAQACAIgzAAAACgIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCYSACKAAAACgBkpWaYSACKAAEAAABA1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，第1,3,8个数据集都包含了数千甚至数万个样本，所以无法通过得到结果，这也是上文中提到的该算法对于样本过多的数据集存在时间复杂度过高的问题。

上表中支持向量机算法的结果均是对于每一个数据集，选取了不同核函数训练之后选取了最优的核函数的结果，而神经网络的训练结果为WEKA默认的参数所得到的结果，由于表中的训练结果均采用了测试数据集与训练数据集同为同一集合的策略，所以体现的是算法对测试空间的拟合能力。可以看到对于传统分类算法效果已经较好的3,4,5这一类数据集，由于其本身结果已经很好，而算法都是存在波动的，所以本文中的两种算法在这些数据集上都可以得到相当的效果，而对于那些不平衡分布较为严重，传统分类算法受其影响较大的数据集，如1,2,6这一类数据集，可以看到本文中的两种算法均超越了传统分类方法的表现。而对于数据集8，其相对特殊，通过查看其实际意义发现这一数据集中的特征通常是离散的，而本文中的算法是默认将数值化的离散特征认为是连续的，并且该数据集中的特征无用特征较多并且特征值相差悬殊，本章最初已经提过，本算法没有对数据集进行特征选择以及归一化等特殊处理，所以其最终结果不是十分理想，由于该数据集数据特殊，所以进行了预处理之后再使用本算法，其最终的实验结果如表4-3所示，可以看到是有所提升的，所以可以认为本文中的算法对不平衡数据集的拟合是有效果的，在传统分类方法表现不好的数据集上通常是有提升的。

表4-3 数据集8经过预处理后的实验结果

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 8 | 0.475 | 0.568 | 0.804 | 0.517 | 0.713 | 0.698 |

4.3.1.2 与不平衡分类方法的拟合能力对比

本小节将延续上小节中的多数实验设计，进行本文中的两种分类算法与几种经典的不平衡分类处理方法以及结构化支持向量机进行对比试验以验证本文中算法的有效性，其最终结果如下表4-4所示。

表4-4 与不平衡分类处理方法的对比试验结果

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 评价标准 | | | | | | |
| 数据集 | 算法 | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 1 | SMOTE | 0.373 | 0.958 | 0.920 | 0.537 | 0.938 | 0.938 |
| AD | 0.589 | 0.769 | 0.931 | 0.667 | 0.858 | 0.853 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 2 | SMOTE | 0.000 | 0 | 0.920 | 0 | 0.460 | 0 |
| AD | 0.245 | 0.626 | 0.928 | 0.352 | 0.782 | 0.766 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 3 | SMOTE | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| AD | 0.922 | 0.979 | 0.977 | 0.949 | 0.978 | 0.978 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 4 | SMOTE | 0.996 | 0.992 | 0.996 | 0.994 | 0.995 | 0.995 |
| AD | 0.996 | 0.972 | 0.989 | 0.984 | 0.985 | 0.985 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| ML-ANN | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| 5 | SMOTE | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| AD | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 6 | SMOTE | 0.000 | 0 | 0.759 | 0 | 0.379 | 0 |
| AD | 0.803 | 0.884 | 0.925 | 0.841 | 0.910 | 0.910 |
| SSVM |  |  |  |  |  |  |
| SCL |  |  |  |  |  |  |
| MVC-ANN | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |

续表4-4

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 评价标准 | | | | | | |
| 数据集 | 算法 | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 7 | SMOTE | 0.667 | 1.000 | 0.991 | 0.800 | 0.995 | 0.995 | |
| AD | 0.889 | 1.000 | 0.997 | 0.941 | 0.998 | 0.998 | |
| SSVM |  |  |  |  |  |  | |
| SCL |  |  |  |  |  |  | |
| MVC-ANN | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 | |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 | |
| 8 | SMOTE | 0.760 | 0.862 | 0.985 | 0.807 | 1 | 0.64 | |
| AD | 0.8 | 0.769 | 0.979 | 0.784 | 1 | 0.64 | |
| SSVM |  |  |  |  |  |  | |
| SCL |  |  |  |  |  |  | |
| MVC-ANN | -- | -- | -- | -- | -- | -- | |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 | |

上表中的分别记录了SMOTE算法，AdaBoost.M1算法(AD)，结构化支持向量机算法(Structured support vector machine，SSVM)，敏感代价学习方法(Sensitive cost learning，SCL)，以及本文中的两种算法的实验效果。对于上表中的三种经典的不平衡数据集处理方法，他们都需要依赖传统机器学习算法，在本章试验中，对于这三种经典不平衡处理方法，均采用朴素贝叶斯分类器以及逻辑回归两种基分类器，表中记录数据是对于每个算法两次试验中效果相对较好的结果，选取这两种分类器的主要理由是SMOTE算法以及AdaBoost.M1算法都会提高原始算法的时间复杂度，所以为了使建模过程的耗费的时间可以令人接受，所以选取了两种结构相对简单，并且是机器学习中常用的效果较好的传统分类算法。

从上表中可以看出本文中的两种算法在多数数据集上都可以达到与经典的不平衡处理方法相当的效果，从本文的两种算法主要的优化目标F1值来看，在8个数据集上的分类效果整体上是略好于经典不平衡处理方法的。

对于经典不平衡处理方法，上文中已经讲述过，他是通过改变了原始样本空间的分布，来解决不平衡问题的，所以这一类不平衡分类方法对于数据集拟合来说，是上限很高的算法，有可能某一次的采样结果恰好使分布较为理想或者使权值改变的较为理想就会获得一个很高的评价，所以本文中的算法理论上来说是不可能全面好于经典不平衡分类算法的。

4.3.1.3 算法泛化能力对比

上文已经证明了本文中阐述的算法的对训练空间的拟合能力，也就同时证明了本文中的算法作为机器学习算法来解决不平衡数据集训练的可能性。然而单单满足对训练集的拟合可能还不能完美的用于工程问题，良好的机器学习方法需要具有一定的泛化能力，并且不能过拟合，所以本节便对比本算法与前面试验中用来对比的算法的泛化能力。

对于算法的泛化能力，通常可以采用交叉验证的方法，既将数据集分割成k份，然后进行k次试验，每次分别取其中一份作为测试集，其他的合集作为训练集进行算法验证。本文中由于是要验证不平衡数据集分类算法的泛化能力，由于少数类样本可能十分的少，如上文中有的训练集中少数类样本只有9个，所以k不宜取特别大，本节实验中k的值选取3。对于前两小节中的八种算法，本小节选取其中四种效果较好的算法进行泛化能力对比试验，他们分别是传统神经网络，AdaBoost算法，结构化支持向量机以及本文中的最小化损失学习神经网络，下表4-5便是交叉验证试验结果。

表4-5 交叉验证试验结果

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 评价标准 | | | | | | |
| 数据集 | 算法 | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 1 | AD | 0.373 | 0.958 | 0.920 | 0.537 | 0.938 | 0.938 |
| ANN | 0.589 | 0.769 | 0.931 | 0.667 | 0.858 | 0.853 |
| SSVM | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 2 | AD | 0.000 | 0 | 0.920 | 0 | 0.460 | 0 |
| ANN | 0.245 | 0.626 | 0.928 | 0.352 | 0.782 | 0.766 |
| SSVM | -- | -- | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 3 | AD | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| ANN | 0.922 | 0.979 | 0.977 | 0.949 | 0.978 | 0.978 |
| SSVM | 0.941 | 0.923 | 0.967 | 0.932 | 0.952 | 0.952 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 4 | AD | 0.996 | 0.992 | 0.996 | 0.994 | 0.995 | 0.995 |
| ANN | 0.996 | 0.972 | 0.989 | 0.984 | 0.985 | 0.985 |
| SSVM | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| ML-ANN | 0.996 | 0.996 | 0.997 | 0.996 | 0.997 | 0.997 |
| 5 | AD | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| ANN | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| SSVM | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |
| 6 | AD | 0.000 | 0 | 0.759 | 0 | 0.379 | 0 |
| ANN | 0.803 | 0.884 | 0.925 | 0.841 | 0.910 | 0.910 |
| SSVM | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 |

续表4-5

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | 评价标准 | | | | | | |
| 数据集 | 算法 | 召回率 | 准确率 | %Acc | F1 | A-mean | G-measure |
| 7 | AD | 0.667 | 1.000 | 0.991 | 0.800 | 0.995 | 0.995 | |
| ANN | 0.889 | 1.000 | 0.997 | 0.941 | 0.998 | 0.998 | |
| SSVM | 0.96 | 0.615 | 0.969 | 0.749 | 1 | 0.926 | |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 | |
| 8 | AD | 0.760 | 0.862 | 0.985 | 0.807 | 1 | 0.64 | |
| ANN | 0.8 | 0.769 | 0.979 | 0.784 | 1 | 0.64 | |
| SSVM | -- | -- | -- | -- | -- | -- | |
| ML-ANN | 0.8 | 0.87 | 0.984 | 0.833 | 0.96 | 0.63 | |

由上表4-5可以看出无论是本文中的算法，还是现有的公认的算法，对于本章实验中的八个数据集，其交叉验证的结果与前两小节中的结果并不会相差非常大，所以在这里可以认为本文的算法也具有可靠的泛化能力，前两小节中的拟合结果并不是因为过拟合等原因而得到的良好效果，算法的对训练空间的拟合能力是真实可靠的。

### 算法性能对比试验

本小节主要为了验证本文中算法的性能问题，具体验证的是算法中相对较为敏感的时间复杂度，也就是耗时情况。由于本文中的算法主要是通过进行训练空间F1值优化来解决不平衡数据集的训练问题，这与经典不平衡数据集处理方法的思路与流程基本没有联系，所以经典不平衡数据集处理算法与本文中的算法在性能上没有可比性。这里我们为本文中的算法选取的对比算法是结构化支持向量机，由于他们的算法原理都是对训练空间进行拟合使得其拟合结果的F1值达到最大，并且结构化支持向量机与本文3.4节中提到的算法都是从最小化特定损失学习角度出发的算法，所以选取其用来对比是合理的。

而结构化支持向量机的原型是普通的支持向量机，所以他也包含核函数的功能，对于普通的多项式核函数与最常用的径向基核函数(RBF核)来说，他们的时间复杂度又有天壤之别，而神经网络模型的VC维或者说分类超平面其实是与径向基核函数的效果类似的，所以这里不单对比结构化支持向量机中性能较好的普通线性核函数，也对比了使用径向基核函数的结构化支持向量机的性能。下表4-6便是性能对比试验结果。

表4-6 算法性能对比试验结果

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 算法 | 数据集 | 评价标准 | | 数据集 | 评价标准 | |
| F1值 | 时间 | F1值 | 时间 |
| SSVM-Linear | 1 | 0.373 | 0.958 | 5 | 0.537 | 0.938 |
| SSVM-RBF | 0.589 | 0.769 | 0.667 | 0.858 |
| MVC-ANN | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.833 | 0.96 |
| SSVM-Linear | 2 | 0.000 | 0 | 6 | 0 | 0.460 |
| SSVM-RBF | 0.245 | 0.626 | 0.352 | 0.782 |
| MVC-ANN | -- | -- | -- | -- |
| ML-ANN | 0.8 | 0.87 | 0.833 | 0.96 |
| SSVM-Linear | 3 | 0.941 | 0.923 | 7 | 0.932 | 0.952 |
| SSVM-RBF | 0.922 | 0.979 | 0.949 | 0.978 |
| MVC-ANN | 0.941 | 0.923 | 0.932 | 0.952 |
| ML-ANN | 0.8 | 0.87 | 0.833 | 0.96 |
| SSVM-Linear | 4 | 0.996 | 0.992 | 8 | 0.994 | 0.995 |
| SSVM-RBF | 0.996 | 0.972 | 0.984 | 0.985 |
| MVC-ANN | 0.996 | 0.996 | 0.996 | 0.997 |
| ML-ANN | 0.996 | 0.996 | 0.996 | 0.997 |

表中的F1值为采用训练数据集测试的结果，通过观察上表4-6与表4-1可以发现，表中的算法的运行时间都主要受到训练集样本个数的影响，而数据集的训练难以程度既最终算法获取的F1值的大小对于本文中的算法影响相对较小，其主要是因为本文中的算法都采用神经网络模型，其每轮迭代过程的时间通常是稳定的，而对于支持向量机的话其训练时间受数据集可分程度影响相对于本文中的算法略大一些，这也是因为支持向量机训练的特性。

由上表4-6的时间结果可以看出，结构化支持向量机的线性核算法运行时间通常较短，有些数据集是与最小化损失学习的神经网络类似的，主要如2.3节中介绍，该算法的作者进行了数年的研究对该算法的训练过程进行了较大的优化，不过其优化只能针对线性核。

对于线性核结构化支持向量机，其最终结果在很多数据集上的F1值都是略差与最小化损失学习神经网络的，这也主要是由于线性核的分类面为超平面而神经网络的分类面可以为曲面的缘故。而对于与神经网络类似的径向基核函数，可以看到在样本数目较多或相对较为难分的数据集上，是并不能完成一次训练的，无法得到其最终结果。

综上，本文中的最小化损失学习神经网络通常是可以在可以接受的时间内得到一个与其他算法相当的结果的，所以从性能的角度来分析，本文中的算法也是可行的。

## 本章小结

本章通过四个主要的对比试验，从算法的分类结果以及算法的时间性能两个角度与传统分类算法，经典不平衡数据集处理方法以及结构化支持向量机三类方法进行了对比。

由本章中的数据可以发现，对于算法分类结果，无论是拟合能力还是泛化能力都达到了经典不平衡数据集处理方法的同一水平，而算法时间性能，通过与两类结构化支持向量机对比，也可以证明无论是在F1值优化还是运行时间上，都达到了令人满意的结果，综上可以认为本文中的算法是一种可靠并有效的不平衡数据集训练方法。

# 结 论

随着机器学习研究的不断工业化与工程化，出现了越来越多的不同分类需求，不平衡数据集便是其中一类问题，由于其分布的不平衡性，导致了传统分类方法分类效果不佳的情况，这一类问题也不断吸引着研究者进行研究。对于绝大多数的研究，通常都是采用某种方案来使原始数据集达到一种相对的“平衡态”，便可以使用传统分类方法来解决问题。虽然这样的算法可以在实际问题中取得一定的效果，但是却存在改变空间分布违背传统分类方法训练理论的缺陷，所以本文先后提出两种算法，从另外一个角度切入来解决不平衡数据集分类难的问题。

本文算法主要从不平衡数据集分类评价标准入手，并不再以传统分类方法的全局准确率为训练目标，改为以训练数据分类F1值为训练目标，直接从不平衡数据集分类效果差的根本入手，切中肯綮。本文中的两种算法均已传统人工神经网络为基础模型，要以F1值为训练目标，势必要改变传统分类方法的训练过程，以下便为两种算法的处理方法：

(1)基于最大化F1值分类过程的神经网络：该算法基于最大化F1值分类过程，针对不平衡数据集改进了神经网络模型训练过程中的分类步骤，使其分类过程可以达到当前模型下的最大期望，并通过此分类结果与目标输出的误差来更新当前模型，已达到不平衡数据集的训练目的。

(2)最小化损失学习神经网络：该算法直接从分类器的损失函数入手，不再使用传统损失函数，而是直接构建了与F1值相关的损失函数，通过当前分类器输出求解F1值的近似期望来作为损失，通过证明该近似期望为F1值期望的下界，来确认对其优化的可行性，并且由于其不再具有原F1函数的离散性，而是直接与分类器输出建立了联系，所以可以通过反向传播算法进行迭代，以此完整的解决不平衡数据集训练问题。

本文中的两种算法各有优劣，第一中算法从算法角度来讲，更为精确的获取了每一状态下的F1值，并可以根据精确的F1值进行损失求解，不过这一过程耗费巨量时间，可能在真实情况下会难以进行，第二种算法通过近似的求解期望来解决了这一问题，不过也因为带来了相应的精度损失。

对于本文中算法，还有以下问题可以进行研究或优化：

(1)从严格意义上来讲，本文两种算法均没有将F1值的精确期望与神经网络模型的输出或者模型参数建立直接的数学联系，如果建立起直接联系可能将会使算法分类准确度有进一步的提升。

(2)本文中的算法无法并行运算，并且无法使用传统机器学习方法中的batch求解过程，如果可以解决此问题，也许可以在算法时间性能上有质的飞跃。
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