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第四章 数值计算

优化是指改变x大小以最小化或最大化某个函数f的任务。

导数是在x点处的斜率，换句话说，它表明如何缩放输入的小变化才能在输出获得相应的变化。因此导数对于最小化一个函数很有用，因为它告诉我们如何更改x来略微改善y。

沿着梯度相反的方向进行下降就是梯度下降

反向传播的梯度计算

不是采用函数定义的数值求导，而是反向传播中的批量求导

需要计算输入和输出都为向量的函数的所有偏导数，包含所有这样的偏导数的矩阵被称为Jacobian矩阵。

二阶导数确定函数的曲率，对于负曲率，代价函数实际上比梯度预测下降的更快，没有曲线时，梯度正确预测下降值。对于正曲率，代价函数比预期下降得更慢，并且最终会开始增加，因此太大的步骤，实际上可能会无意的增加函数值。

当我们的函数具有多维输入时，二阶导数也有很多，我们将这些导数合并成一个矩阵，称为Hessian。可以通过Hessian的特征值判断函数的点是不是全局最优点。

使用牛顿法去找最小点

仅使用梯度信息的优化算法称为一阶优化算法，如梯度下降。使用Hessian矩阵的优化算法称为二阶最优化算法，如牛顿法。

深度学习中的大部分问题都难以表示成凸优化的形式，凸优化的分析思路对于深度学习算法的收敛性非常有用。

P169 深度学习中的优化

这一类特定的优化问题：寻找神经网络上的一组参数ϴ，它能显著的降低代价函数j(ϴ),该代价函数通常包括整个训练集上的性能评估和额外的正则化项。

1. 机器学习任务中，作为训练算法使用的优化与纯优化有什么不同。
2. 导致神经网络优化困难的几个具体挑战？
3. 实用算法，包括优化算法本身和初始化策略。更高级的包括在训练中自适应的调整学习率，或者使用代价函数二阶导数包含的信息。

将机器学习问题转化为一个优化问题的最简单的方法是最小化训练集上的期望损失。基于最小化这种平均训练误差的训练过程称为经验风险最小化。

代理损失函数和提前终止

我们真正关心的函数并不能真正的被高效优化，因此采用代理损失函数，例如负对数似然可以作为替代，在某种情况下，代理损失函数比原函数学到的更多，负对数似然允许模型估计给定样本的类别的条件概率，如果该模型效果好，那么它能够输出期望最小分类误差所对应的类别。

在某些情况下，代理损失函数比原函数学到的很多。例如，使用对数似然替代函数时，在训练集上的0-1损失达到0之后，测试集上的0-1损失还能持续下降很长一段时间。这是因为即使0-1损失期望为0时，我们还能拉开不同类别的距离以改进分类器的鲁棒性，获得一个更强壮的、更值得信赖的分类器，从而，相当于简单的最小化训练集上的平均0-1损失，它能够从训练数据中抽取更多的信息。

一般的优化和我们用于训练算法的优化有一个重要的不同，训练算法通常不会停止在局部极小点。反之，机器学习通常优化代理损失函数，但是在基于提前终止的收敛条件满足时停止。通常，提前终止使用真实潜在损失函数，如验证集上的0-1损失，并设计为在过拟合发生之前终止。与纯优化不同的是，提前终止时代理损失函数仍然有较大的导数，而纯优化终止时导数较小。
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