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一、问题重述

**1.1 问题背景**

近年来，随着社会经济水平的提升，生产企业也在迅速地发展。但随着生产企业数量增多，其安全质量呈现了下滑趋势，生产事故频频爆发。究其原因，不仅受到了生产企业硬性的限制，如生产人员密集、生产规模及能力较弱、生产中的薄弱环节较多等原因，还受到了生产企业管理层和一线生产员工安全意识的影响。许多管理人员和一线职工防范意识较弱，导致原本安全问题就频发的生产环节产生安全事故的概率大大加强。因此保证安全、防范风险在高质量推动生产企业发展中就显得尤为重要。

目前，解决生产企业高质量发展仍然是中国制造业面临的主要问题。安全的生产环境才能保证产品的质量和生产人员的人身安全。建立风险预测和评定机制也就成为了当务之急，只有制定标准化的管理、评定机制才可以使生产企业的安全得到保障。因此，我们考虑从生产中常见的非风险性异常和对生产安全产生威胁的风险性异常入手，建立预测和风险性异常程度评价模型，用适当的数学模型对生产系统的安全性进行敏感性分析和评价。

**1.2 问题提出**

**问题一**：根据附件1给出的数据特征，具有规律性、特征性、偶发性等特点的波动属于正常波动，不会对生产安全产生影响，属于非风险性异常；具有持续性、联动性特点的波动属于异常性波动，会对生产安全造成威胁，属于风险性异常。要求我们建立合适的数学模型，给出评判这两类异常数据的方案。

**问题二**：在问题一结果的基础上，建立风险性异常数据的量化评价模型，对每个时刻的数据进行量化评价，通过建立的数学模型和附件数据信息，寻找异常分值最高的5个时刻和这5个时刻所对应的异常传感器编号，并通过模型对最终的结果进行合理的分析和评价。

**问题三：**建立风险性异常预警模型来争对在未来生产过程中可能存在的安全风险，并对当日23:00:00-23:59:59时间段进行风险性异常预测，结合问题二的数据量化评价模型，对以15分钟为划分的四个预测时间段进行量化评价，给出每个时间段内的最高异常分和对应的传感器编号。

**问题四：**结合问题二和问题三的结果，建立生产系统安全行评估模型，以30分钟为时间间隔单位对当日00:00:00-23:59:59的时间段内的整个生产安全系统进行量化评价，量化结果的最终分值在0-100区间范围内，并对量化评价后的结果进行敏感性分析和评价。

二、问题分析

**2.1 问题一的分析**

对于问题一而言，我们根据题目的条件，主要考虑通过建立筛选的模型来区分风险性异常数据与非风险性异常数据。我们的模型采用数据预处理的方式，利用离群点检测和等级性数据划分的方式，对所有的传感器的数据属性进行初步的划分和筛选；再利用白噪声检测的方法，找到只存在白噪声的时序数据，将其归纳为非风险性异常数据。我们采用夏皮洛-威尔逊检验和KS检验，通过白噪声时序数据满足正态分布或均匀分布的特点进一步筛选数据属性种类；最后我们利用皮尔逊相关系数法，对剩余未能被筛选出的传感器进行相关性矩阵计算，参考文献资料后，以0.65为划分依据，当传感器时序数据大于0.65，则认为该传感器间相关性显著，属于风险性异常数据，反之，则属于非风险性异常数据。最终可以得到各个传感器的数据的属性值。

**2.2 问题二的分析**

问题二要求我们对风险性异常数据建立一个衡量异常程度的量化指标模型。我们主要考虑采用密度聚类的方法来解决指标权重和传感器的具体数值，以此计算风险性异常数据异常程度的量化值。以皮尔逊相关系数矩阵为基础，将矩阵中数据作为相对距离，寻找一个既满足于传感器数据相关性，又满足簇基本要求的簇的分类方式。之后求解出各个簇的核心对象和最小半径，簇中的每个风险性异常数据的权重即为簇的最小半径，非风险性异常数据权重为0。每个传感器任意时刻的数值通过计算其当前时刻的自相关系数得到。最终通过归一化处理，可以得到生产系统任意时刻的总异常程度数值以及该时刻下各传感器的异常程度数值。

**2.3 问题三的分析**

问题三题目要求我们建立风险性异常预警模型，以提前发现未来生产过程中可能发生的隐患。我们考虑的是通过ARIMA(自回归综合滑动平均模型)。先利用单次或多次的差分运算，使时间序列数据能够满足ARMA模型的平稳性要求；再以AIC准则函数的解最小化为目标函数，在有限区域内枚举ARMA模型中的两个参数值和，以此改变ARMA模型中的参数向量和残差，最终改变AIC准则函数的解。枚举有限区域中的所有参数值和，进行循环运算，求出所有情况的函数最终解。最终选取AIC准则函数最小值情况下的参数向量，对传感器的未来数据进行风险性预测，给出异常程度最高的5个传感器编号。

**2.4 问题四的分析**

三、模型假设

1. 。
2. 。
3. 。

四、符号说明

|  |  |
| --- | --- |
| 符号 | 符号意义 |
| *T* | 表示移动机器人沿任意路径从起点到终点所需要的时间 |
|  | 表示坐标为的栅格的成本 |
|  | 表示栅格所接受到的所有成本的最小值 |
| *S* | 表示此栅格的总像素点个数 |
|  | 表示某个栅格内障碍物所包含的像素点个数 |
|  | 表示每个栅格的状态 |
|  | 表示从起点（S）到终点（D）的估计代价 |
|  | 表示从起点到状态n的成本 |
|  | 表示从状态n到终点（D）的估计代价 |
| *k* | 表示蚁群算法中决定信息素含量的因子 |
|  | 表示障碍物栅格的默认通过率 |
|  | 表示栅格的通过率 |
|  | 表示栅格中非障碍物所占面积 |
|  | 表示栅格的总面积 |
|  | 表示从移动机器人当前所处的栅格到终点的任意路径的成本 |
|  | 表示任意两条射线之间的夹角 |
|  | 表示整个地图的长与宽 |

注：未列出符号及重复的符号以出现处为准

五、模型的建立与求解

**5.1问题一的模型建立与求解**

**5.1.1 模型的工作原理**

根据题目的要求，我们建立的问题一模型将主要通过夏皮洛-威尔逊检验法、KS检验法和皮尔逊相关系数方法对附件1给出的波动性数据进行分析，判定其为非风险性异常数据或风险性异常数据。

1).夏皮洛-威尔逊检验

夏皮洛-威尔逊检验是一种检验数据正态性的方法，目的在于判断单一传感器是否属于正态分布。

其检验的零检验是来自一个正态分布母体的样本，统计量是：

其中表示的来自母体的样本，表示样本个数，是个样本的平均值。

常量符合以下条件：

a).是的最佳线性无偏估计

b).是样本来源的正态分布的标准差

可以得到的准确值

其中矩阵是一个协方差矩阵，属于个标准正态分布的随机变量的顺序统计量，是这些变量的期望组成的一个向量。

是通常使用的的一个无偏估计。若样本数据确实来自正态分布的母体样本，则最终的统计量的分母和分子均会趋向于的估计值；对于非正态分布的数据来说，分子和分母不会趋向于同一个常数。

我们把统计量看作是顺序排列样本值和系数之间相关系统的平方或线性回归的确定性系数，其值越高，越表示样本与正态分布相匹配。统计量的最大值是1，最小值是。

我们通过设定显著性水平(常见的是0.05)，之后获得它的临界值，如果，则拒绝原假设，反之，则接受原假设。

最终可以用夏皮洛-威尔逊检验的方法，筛选出不满足正态分布的时序数据的传感器编号。

2).皮尔逊相关系数

皮尔逊相关系数是衡量向量相似度的一种方法，它的输出范围区间在，其目的在于通过传感器的时序数据，确定两个传感器之间的相关性。

其具体的计算公式如下：

其中表示传感器1的时序数据，表示传感器1时序数据的平均值；表示传感器2的时序数据，表示传感器2时序数据的平均值。

在皮尔逊相关系数的取值范围区间内。存在以下含义：

a).相关系数为0时，两个向量不相关

b).相关系数为负数时，两个向量呈负相关关系

c).相关系数为正数时，两个向量呈正相关关系

最终我们可以通过定义的相关系数的值，来筛选出时序数据不满足相关关系情况下的传感器编号。

3).KS检验

KS检验方法是一种非参数统计检验方法，该方法常被用于单样本是否符合某个已知分布。我们采用KS检验方法的目的是判断传感器时序数据是否满足均匀分布。

定义原假设：总体的具有的分布，构造检验统计量：

其中为对于一个样本集的累计分布函数，为一个假设的理论分布。

其中累积分布函数有：

为指示函数，

若当原假设为真时，依分布收敛于假设的理论分布，即

当时，趋向于0，原假设成立，即样本集的累积分布函数满足均匀分布；反之累积分布函数不满足均匀分布。

**5.1.2 模型**

1)目标的确定

根据题目要求，我们建立合理的数学模型对存在波动的数据进行分析处理，定量化地区分具有规律性、独立性、偶发性特点的非风险性异常数据波动和具有持续性、联动性特点的风险性异常数据波动。最终给出非风险性异常数据和风险性异常数据的判定方案。

2)数据预处理

a).离群点检测

我们采用基于统计模型的离群点检测方法，来对所有传感器的时序数据进行初筛选，选出非风险性异常数据的传感器。

该检测方案采用不和谐检验识别离群点。不和谐检验需检查两个假设，即工作假设和备择假设。

工作假设指若样本点的某个统计量相对于数据分布其显著性概率充分小，认为该样本点不和谐，认为此点为离群点，工作假设拒绝，此时备择假设被采用，样本点来自另一个分布模型。若它符合备择假设，则可以认为它是符合某一备择假设分布的离群点。

例如盒图方法，我们以第一个四分位数、中位数、第三个四分位数为输入数据，计算最大和最小非离群点值，作为一维数据的离群区分点。

因为我们可以通过观察传感器时序数据的分布特征，从而了解时序数据的大致分布，并且该数据是针对单一属性的，且数据十分充分。故而选取这种建立在标准统计学原理基础上的方案能够使检验非常有效。

最终通过离群点检测筛选出来的离群点都是作为风险性异常数据的传感器，对没被该方案筛选出来的传感器继续进行筛选处理。

b).等级性数据划分

经过离群点检测筛选方案后，我们再通过等级性数据划分进行第二步数据预处理。在所有的100个传感器中，我们观察可以知道，传感器存在单值或多值，即某些传感器其时序数据只存在一个值或存在多个数据值。我们将传感器时序数据的值定义为该传感器的等级性，因此每个传感器都有与之对应的唯一等级性数据。

通过计算，我们得到了传感器等级性数据在区间内的，且其时序数据信息具有明显差异的数据，是属于风险性异常数据。因此我们可以通过等级性数据划分的方案，进一步筛选出风险性异常数据所对应的传感器，对为筛选出的传感器时序数据进行模型计算和分析。

3)方案设定

*Step1*.对100个传感器的时序数据判断，寻找只存在白噪声的时间序列的传感器编号，并将其归纳到非风险性异常传感器中。因此我们对所有传感器的时序数据单独进行夏皮洛-威尔逊检验方法和KS检验方法。若传感器的时间序列数据存在白噪声，则其应该满足正态分布或均匀分布，接受原假设。

只存在白噪声的时间序列数据传感器属于正常波动，即其数据波动属于非风险性异常，这种异常误差可能是由温度等外部环境所造成的。

我们可以通过夏皮洛-威尔逊检验方法和KS检验方法，从100个传感器中筛选出时序数据不满足正态分布或不满足均匀分布的传感器，对其进行下一步操作。

*Step2.*对通过夏皮洛-威尔逊检验方法筛选后的剩余可能风险性异常数据进行皮尔逊相关系数的计算，利用这些传感器时序数据间的皮尔逊相关系数的求解值和我们设定的值进行比较

其中表示传感器的编号。

最终，我们能够通过皮尔逊相关系数的值来确定传感器是具有风险性异常数据还是非风险性异常数据。

若皮尔逊相关系数大于0.65，则这对应的两个传感器之间相关性显著，具有较强的联动性，都属于风险性异常数据的传感器；若皮尔逊相关系数小于0.65，则对应的两个传感器之间相关性较弱，关联性较差，属于非风险性异常数据的传感器。

**5.1.4 模型的结果**

通过计算机编程求解(详见代码文件 第一题.cpp)，得到的结果传感器编号和数据属性的分类情况如下所示。

表1 问题一结果呈现表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 非风险性  异常数据 | | | | 风险性  异常数据 |
| 1 | 2 | 3 | 5 | 4 |
| 6 | 8 | 9 | 10 | 7 |
| 12 | 13 | 14 | 15 | 11 |
| 16 | 18 | 19 | 22 | 17 |
| 24 | 25 | 26 | 27 | 20 |
| 28 | 29 | 30 | 31 | 21 |
| 32 | 33 | 34 | 35 | 23 |
| 36 | 37 | 38 | 39 | 41 |
| 40 | 42 | 43 | 44 | 47 |
| 45 | 46 | 48 | 49 | 57 |
| 50 | 51 | 52 | 53 | 65 |
| 54 | 55 | 56 | 58 | 71 |
| 59 | 60 | 61 | 62 | 72 |
| 63 | 64 | 66 | 67 | 73 |
| 68 | 69 | 70 | 74 | 76 |
| 75 | 77 | 78 | 79 | 94 |
| 80 | 81 | 82 | 83 | 96 |
| 84 | 85 | 86 | 87 | / |
| 88 | 89 | 90 | 91 | / |
| 92 | 93 | 95 | 97 | / |
| 98 | 99 | 100 | / | / |

**5.1.5 模型的结果分析**

**5.2问题二的模型建立与求解**

**5.2.1 模型的工作原理**

根据题目的要求，我们以密度聚类思想为核心建立风险性异常数据异常程度的量化评价模型，采用百分制方法对每个时刻数据异常程度打分，并通过模型对异常分值最高的5个时刻进行评价与分析。

1).密度聚类思想

密度聚类的核心思想是只要样本点的密度大于阙值，便可以将该样本点添加到最近的簇中。我们考虑通过密度聚类的思想来计算风险性异常数据异常程度量化模型中的权重指标。

在数据集，参数的密度聚类模型中存在着几个基本概念：

a).-邻域：数据集中除了外的其它样本与距离小于的样本集合；

b).对象：若的-邻域中样本数量大于，则样本被叫做核心对象；

c).密度直达：若样本是的-邻域中的样本，则由为密度直达；

d).密度可达：存在样本序列，其中的核心对象是，的核心对象是，且由密度直达，则由为密度可达；

e).密度相连：，使和均由密度可达，则和密度相连。

因此，我们可以从密度可达的关系中到处最大密度相连的样本集合。应该有给定参数和簇，应该满足两个条件：

连接性:和密度相连，用数学符号表示为：，

最大性：，由为密度可达，可以推出

通过上述方法，可以确定一个簇中的核心对象点，并且以此对象核心点出发，不断向密度可达的-邻域扩张，得到一个包含核心点和边界点的最大化区域，区域中的任意两点是密度相连的。

**5.2.2 模型**

1)目标函数的确定

依据题目要求，我们要对每个时刻的数据异常程度进行打分，建立量化评价模型，确立目标函数：

其中表示第个簇指标的量化权重，表示第个簇中传感器指标的数值,为计算出的簇的数量。

2)初始方案的策划

*Step1*.在问题一模型皮尔逊相关系数的基础上，确定所有传感器之间的相关系数，并建立相关特性矩阵，以此作为传感器点在空间之间的距离；

*Step2*.明确问题要求是对风险性异常数据异常程度作量化评价模型，因此在之后的模型设计考虑过程中，需要将与核心对象传感器之间存在较强相关性，但并非属于风险性异常数据的传感器指标进行及时更改，防止指标权重信息产生误差；

*Step3*.通过第一步中建立的相关特性矩阵，我们进一步寻找彼此间存在较强相关性的传感器。利用密度聚类的思想，把所有在相关特性矩阵中反应的相对距离呈现在一维平面中，寻找出一个既能满足于传感器数据之间相关性筛选关系，又能满足簇的个数等基本要求的簇的分类方法和方式。以该种簇的分类方式将一维图像中所包含的传感器聚成一个簇。这样就可以形成几个互相之间并无显著关联特性的簇，并进一步对每个簇分析。

*Step4*.求解每个簇的最小半径。运用密度聚类思想中的密度直达、密度可达、密度相连、邻域和核心对象的概念，以满足连接性和最大性为目标条件，寻找每个簇中以任意一个传感器点为核心对象所求出的对应最小半径。

最终求出的每个簇的最小半径是所有最小半径中的最小值，核心对象是求出的最小半径所对应的核心对象。

*Step5*.以每个簇中的最小半径作为每个簇的权重，若簇中含有非风险性异常数据的传感器，则将该传感器的权重定义为0，不对其所在簇中的其它传感器产生任何影响。在最后计算任意时刻数据异常程度评价时，以每个簇的权重作为该簇中的所有含有风险性异常数据的传感器的权重。这里的每个簇的权重也就是模型的目标函数中的量化权重。

*Step6*.计算目标函数中每个传感器指标的数值，我们采取自相关系数表示每个传感器指标在任意时刻的数值，得到公式

其中常数表示滞后数，即两个同一时序数据中的时序差值。

*Step6*.最终通过密度聚类方法计算出的簇权重和每个传感器指标中的任意时刻自相关系数求解出最终量化后的风险性异常数据异常程度的量化指标，并选出异常分值最高的5个时刻及这5个时刻对应的5个异常程度最高的传感器编号。

**5.2.3 模型的求解**

根据问题二数学模型的描述，我们通过算法DBSCAN来解决密度聚类问题，通过矩阵和迭代运算来进行传感器的任意时刻自相关系数计算和风险性异常数据异常程度量化数值。

1)DBSCAN算法

算法也是以迭代为基础，我们先通过所有传感器的相关性矩阵数据，得到所有传感器在空间位置中的相对位置点。

a).DBSCAN算法中先假定一个点其所在的-邻域内存在个对象，创建一个以点为核心对象的簇；

b).其次寻找合并核心对象点直接密度可达的对象；

c).不断以核心对象点为圆心扩大簇的半径，扩充新的样本点进入簇；

d).直到样本点数量足够或簇的半径合适时，且在簇的半径略微变化时，并无新的样本点可以更新簇后，算法结束。

不断迭代各个簇，直到明确最终求出的簇中所包含的传感器编号和各个簇的的半径，即传感器异常程度数值计算的权重。

2).自相关系数计算

以每个传感器任意时刻的数据为目标点位，利用迭代方法求解以附件1中给的传感器任意时刻前的参数数据为基础的100个传感器在任意时刻的自相关系数。

传感器自相关系数作为传感器任意时刻的数值。利用目标函数的求解公式，带入传感器任意时刻的数值和各个簇的异常程度数值权重。量化求解出各时刻风险性异常数据异常程度的具体数值和5个异常程度最高时刻中5个传感器异常程度最高的编号。

**5.2.4 模型的结果**

通过计算机编程求解(详见代码文件 第一题.cpp)，得到的结果如下所示，可以看到最高异常分值的5个时刻以及其所对应的5个异常程度最高的传感器编号。

表2 问题二结果呈现表

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 第一高分 | 第二高分 | 第三高分 | 第四高分 | 第五高分 |
| 异常程度得分 | 72.81424496 | 72.76768961 | 72.76160024 | 72.75144977 | 72.63850413 |
| 异常时刻编号 | 1424 | 1423 | 1426 | 1422 | 1427 |
| 异常传感器编号 | 4 | 4 | 4 | 4 | 4 |
| 异常传感器编号 | 20 | 20 | 20 | 20 | 20 |
| 异常传感器编号 | 41 | 41 | 41 | 41 | 41 |
| 异常传感器编号 | 76 | 76 | 76 | 76 | 76 |
| 异常传感器编号 | 94 | 94 | 94 | 94 | 94 |

**5.2.5 模型的结果分析**

**5.3问题三的模型建立与求解**

**5.3.1模型的工作原理**

根据题目要求，建立风险性异常预警模型，提前发现当日23时至24时可能产生的风险性异常，并结合问题二的量化评价模型，给出四个时段的异常程度数值。我们运用ARIMA模型(自回归综合滑动平均模型)来预测和分析未来的1h内异常程度数值的变化情况。

1).ARIMA模型

ARIMA模型其实质就是差分运算和ARMA模型的结合，而ARMA模型又可以细分成AR模型和MA模型。因此我们利用差分运算和ARMA模型来实现ARIMA模型的应用。

a).差分运算

因为ARMA模型必须满足平稳性要求，即数据应该没有明显的上升或下降趋势，在一个恒定的区间内浮动。因此我们通过差分运算将具体数据转化为能够被ARMA模型所用的平稳性数据。当数据序列蕴含线性趋势时，我们可以用一阶差分实现趋势平稳；当序列蕴含曲线趋势时，我们运用二阶或三阶差分提取出原数据的趋势，从而实现平稳的特性；若序列含有固定的周期，我们能用步长为周期的长度差分，从原序列中过滤出周期的影响，实现趋势的平稳。

b).AR模型

AR模型是自回归模型，其变量当前的取值与过去的取值相关，即时间序列中前后存在相互影响的关系。其蕴含参数阶数，阶自回归模型可以表示为：

对于中心化的AR()模型而言，当时成立，即有

另外AR()模型的自相关系数具有拖尾性，且呈负指数衰减，不会在有限阶数后恒等于0；AR()模型的偏自相关系数具有阶截尾性。

c).MA模型

MA模型为滑动平均模型，其当前序列的数据变量的记忆是关于过去外部干扰的记忆，即当前时间序列可以表示成现在干扰值和过去干扰之的线性组合关系。其也存在参数阶数，阶移动平均模型可以表示为：

对于中心化的MA()模型而言，当时成立，即有

另外MA()模型的自相关系数是以阶截尾的，MA()模型的偏自相关系数具有拖尾性，其偏自相关系数不会在有限阶段后恒为零。

同时对AR()模型和MA()模型引入延迟算子，可以得到中心化AR()和中心化的MA()模型

**5.3.2模型**

1)目标函数的确定

根据题目要求和ARMA模型的需求，我们以*AIC*准则函数作为目标函数，其既考虑模型对原始数据的预测准确性，也考虑了模型中所含待定参数的个数，能够很好地适用于ARMA模型的检验。

其中是残差的方差，表示白噪声，为样本容量，和为模型的阶数。

我们所需要的目标函数是，准则函数的最小值。由其表达式可以看出，该函数受到第一项和第二项的影响。我们最终利用该方案求解出来的参数和，来确定ARMA模型中的系数向量，通过系数向量的解，计算所有预测传感器时序数据的具体数值。

当第一项参数较大时，第二项参数会较小，函数处于过拟合状态；当第二项参数较大时，第一项参数会较小，函数处于欠拟合的状态。而第一项参数能够体现模型拟合的好坏程度，随阶数增大而减；第二项参数能够体现模型本身的复杂程度，随阶数增大而增大。

2)初始方案的策划

*Step1*.观察题目附件1中所给出的函数时序数据序列值，对100个传感器的时序数据有一个大致的认识，以便于接下来能够寻找更好的方法对这一组的数据进行处理和分析；

*Step2*.平稳性检验。因为ARMA模型对传感器的时序数据存在平稳性的要求，因而我们采取差分运算的方法，去除时序数据中所含有的非平稳性因素。无论时序数据是线性的还是曲线的，或者是周期性的，都可以通过单次或多次差分运算来提取出数据的平稳性，来满足ARMA模型的需求。

*Step3*.白噪声检验。我们通过对残差进行检验来确定传感器的时序数据是不是存在白噪声，具体检验的方法是问题一模型中的夏皮洛-威尔逊检验和KS检验来进行，通过检测时序数据是否满足正态分布或均匀分布来判断。

*Step4*.若传感器时序数据参数通过白噪声检验，则可以直接通过其确认的参数和，以及系数向量来求解传感器的在未来1h内的预测数据值；反之，则需要重新改变参数数据，重新进行白噪声检验，寻找最优的满足*AIC*准则函数的最小值，从而求解传感器的预测数据量。

*Step5*.当时序数据不通过检验后，需要重新确定参数和的数据，因为参数和均为整数，因此我们选择采用有限区域枚举的方案，对参数和在的区间中任意取整数对，寻找*AIC*准则函数的最小值；

*Step6*.通过上一步确定的参数和，进一步确定ARMA模型中的系数向量，从而进一步计算残差值。我们将假设枚举的参数和的值以及以此计算出的残差的方差代入*AIC*准则函数中，计算出该参数和取值情况下的目标函数值；

*Step7*.进一步对参数和进行枚举，得到很多种情况下的系数向量和残差值，利用这些数据计算出参数和在各个取值情况下的最终*AIC*准则函数解。对所有取值情况下的最终函数值进行筛选，选取最小情况时的参数和及系统向量。并以此为依据，求解各传感器的预测数据数值。

**5.3.3模型的求解**

我们在运用数学模型求解传感器预测结果的过程中，所面临的两个问题分别是*AIC*准则函数和自回归移动平均模型中的系数求解。

1). *AIC*准则函数

*AIC*准则函数是衡量统计模型拟合性能的一种标准，我们采用的是因子分析模型，利用该准则确定公共因子的个数，使得公共因子不仅可以解释原始变量较多的信息情况，并且还不会产生由于因子较多而导致的信息冗余。

其中还存在关系式有：

其是极大似然估计的本质，等价于使K-L距离达到最小的参数估计，满足*AIC*准则函数的实质。因此我们运用ARMA模型中的准则函数最小为目标值，求取传感器预测数据解。

2).自回归移动平均模型中的系数求解

由ARMA(p,q)模型中的特征，我们可以知道中心化ARMA(p,q)模型是当时成立，与AR模型的判定条件相一致，这时，满足序列为：

可以从上述表达式看出，当前时间序列值，与过去的时间序列值乘线性关系。当假设ARMA(p,q)模型中的(p,q)解值后，可以通过附件1中的数据和ARMA模型中的(p,q)数值，进一步求解出自回归移动平均模型中的系数以及残差。并以此作为白噪声检验的依据，若满足白噪声检验，则通过该系数向量求解序列数据的预测数值；若不满足白噪声检验，则在有效区域内枚举可能的(p,q)解值对，直到最终的准则函数满足白噪声检验为止。

**5.3.4模型的结果**

利用算法求解在无法知晓栅格地图全貌信息下的最优路径规划模型(详见代码文件 第二题K.cpp)。我们通过随机生成障碍物的方式产生栅格地图模型，带入我们的算法求解的结果如下。

**5.4问题四的模型建立与求解**

**5.4.1 模型的工作原理**

**5.4.3 模型**

1)目标函数的确定

2)初始方案的策划

*Step1*.

*Step2*.

*Step3*.

**5.4.4 模型的结果**

利用算法求解在无法知晓栅格地图全貌信息下的最优路径规划模型(详见代码文件 第二题K.cpp)。我们通过随机生成障碍物的方式产生栅格地图模型，带入我们的算法求解的结果如下。

**5.4.5 模型的灵敏度分析**

六、模型的综合评价和推广

**6.1 模型的综合评价**

**6.1.1 模型的优点**

本文在

本文在。

本文在。

**6.1.2 模型的缺点分析**

本文。

。

**6.2模型的推广**

。
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