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一、课题背景和研究意义、国内外现状

1.1 课题背景

随着航天技术的发展，实现全球信息共享，特别是天地网络融合的天地一体化卫星网络（Space-ground Integrated Network，SGIN）已经引起全球的广泛关注。作为新一代航空航天领域研究与发展核心，天地一体化卫星网络在传统卫星通信网络互通的基础上，综合利用空、天、地信息技术的各自优势，对从空、天、地以及海采集到的多维信息进行传输和处理，同时对资源进行汇聚并分发，实现具备一体化的时空复杂网络的最大有效利用。

随着虚拟技术的不断发展，云计算技术早已成为了IT技术领域最热门的技术之一，目前云计算平台主要分为两种，一种是模拟硬件实现虚拟化屏蔽底层硬件资源的差异，进而实现对基础设施资源的统一管理的传统云计算平台。主要代表VMware、Openstack的经典云计算架构。另一种是通过以Docker为代表的容器虚拟化技术实现的容器平台。OpenStack自2010年问世以来，经过了长时间的技术积累和市场培养后，其已经成为了开源云计算IaaS（Infrastructure as a Service）的事实标准，并且仍处在不断的发展当中。

1.2 研究意义

天地一体化信息网络，是科技创新2030重大项目中首个启动的重大工程项目，被列入国家“十三五”规划纲要。空间网络覆盖面广、组网灵活，不受地理环境限制，相较地面网络拥有独特的优势，两者形成互利互补，实现天地一体化信息共享是未来一体化网络发展的目标。实现地面与空间网络融合，不仅符合未来发展的趋势，也是各国重大的战略需求。作为具有战略意义的国家信息基础设施，天地一体化信息网络的建设，对维护国家利益，促进经济发展，为国民提供便利有效的通信手段具有重大意义。

作为国家重大基础设施，天地一体化卫星网络区别于传统的地面网络，具有节点高度暴露、时空跨度大、高延时、拓扑实时变化、高误码、上下行链路带宽差异等特性。天地一体化信息网络的目标是建设一个安全性高、可集成、可重构的空对地信息应用系统，支持统一规划和管理。在实际部署之前，天地一体化网络拓扑结构、网间互联安全网关及终端接入鉴权等必须经过严格的评估和验证。天地一体化卫星网络规模庞大、结构复杂、高度动态，技术体制多样，解决大量技术难点耗时耗资巨大，因此，有必要建立天地一体化信息网络仿真实验平台，对各类新技术与安全防御策略进行试验验证。

1.3 国内外现状

目前国内外对于卫星网络仿真的相关研究，主要有四个方面的主流技术：面向卫星网络的数学理论模型、基于离散事件模拟的卫星网络数字仿真、基于实物测试床的卫星网络仿真以及基于虚拟化技术的卫星网络仿真：

1）卫星网络的数学理论模型

文献[1] 中，Yi Zhuo等提出基于复杂网络理论的服务质量感知动态演化模型，在该模型中，节点异质性和服务质量感知策略能够提高天地一体化卫星网络的抗攻击性和整体服务质量。文献[2]依据数学仿真分析方法提出位置与姿态耦合动力学模型，并利用 STK（System Tools Kit，系统仿真工具包）与 MATLAB-Simulink 仿真卫星交会对接场景。文献[3]基于 STK 仿真分析铱星通信系统的可见卫星数目以及衡量定位精度的几何精度因子（Geometric Dilution Precision，GDOP），证明铱星卫星系统在两极具有很好的覆盖优势。文献[4]张倩等提出一种卫星星座的空域覆盖性能计算模型，基于最小覆盖重复周期简化了仿真过程，计算验证空域覆盖性能仿真策略，分析了空域覆盖的评价角度和基本特征。上述这些卫星网络的理论模型为高性能卫星网络仿真提供了理论基础，但是缺少高性能卫星网络仿真平台的安全仿真验证，且无法支撑天地一体化网络协议与应用的验证与评估。文献[5]王亮等研究了卫星链路计算数学模型，分析了星间链路空间几何特性、星地链路延时与误码率的动态变化规律，为卫星链路仿真提供了理论基础。面向卫星网络的数学模型以及卫星工具包STK可为卫星链路、卫星网络的部分特性参数提供理论分析依据，但缺乏形成体系化的天地一体化信息网络仿真场景的能力。

2）基于离散事件模拟的卫星网络数字仿真

基于离散事件模拟的数字仿真被广泛应用于新型卫星网络技术评测与验证中。文献[6]基于NS2模拟了卫星链路，并用于Abis接口的性能评估。文献[7]基于OPNET 模拟了MPLS卫星网络，并用于评测服务质量。文献[8]对天地一体化信息网络中的星地链路进行了建模，并基于OMNet++软件进行了特性仿真；文献[9]基于离散事件模拟技术仿真了星地混合网络，并应用于分析吞吐量、延迟与误码率等方面的性能。文献[10]通过在 NS-3 仿真软件上搭建卫星链路仿真场景，结合 linux 内核，对卫星链路的 TCP 拥塞控制算法进行仿真。文献[11]使用网络仿真技术软件包 OPNET 来仿真多层卫星网络，以验证多层卫星网络的合理性及改进该网络 QoS（Quality of Service，服务质量）的可行性。文献[12]通过在 NS-2 仿真 Walker 星座卫星网络，分别在铱星网络及 Walker 星座仿真平台上，模拟基于Agent 的分布式路由算法。文献[13]利用 STK 与Matlab 进行动态链路数据交互的联合仿真，模拟高逼真星地卫星链路的雨衰模型及大气衰减模型，可支撑深空卫星等复杂链路计算。

上述这些基于网络模拟器（NS2,NS3,OPNET,STK等）的数字仿真，可以构建复杂的卫星网络场景，能够准确分析复杂网络的性能和行为，且具有成本低、可扩展性高的优点，但数字仿真并不具备加载真实业务系统流量的能力，在仿真逼真性上存在一定的局限性。

3）基于实物测试床的卫星网络仿真

文献[14]中Beuran等人提出了一种基于名为QOMB的通用无线网络仿真测试的延时容忍网络(DTN，Delay Tolerant Networks)应用和协议的网络测试平台。QOMB中的实验是在近乎现实的情况下进行的，但QOMB具有高维护和低灵活性的缺点，此外很难支持大规模网络，因为在模拟大规模网络时会浪费许多硬件资源。

4）基于虚拟化技术的卫星网络仿真

基于虚拟化技术的卫星网络仿真技术，是伴随着云计算、虚拟化、软件定义网络（Software Defined Network，SDN）等技术而发展的，已成为当前卫星网络仿真的主流技术[15]。基于虚拟化的卫星网络仿真的代表性学术作品，主要有：文献[16]李海峰等采用轻量级虚拟化技术仿真小规模卫星网络，使用 linux 中的流量控制工具（Traffic Control，TC）模块对星地链路的延时、通断及丢包率进行仿真分析，但其延时仿真的逼真度不高。文献[17]基于 Openstack 开发分布式同步仿真模块，使EmuStack仿真平台能够实现同步、动态、精确和实时的卫星网络仿真。同时，使用 Docker 容器技术使 EmuStack能够支持大规模拓扑网络仿真。此外，EmuStack 将Linux 流量控制 TC 工具与 OpenStack 集成在一起，用于管理和仿真虚拟卫星链路。文献[18]基于SDN和虚拟化技术提出了一种大规模可重构的灵活的网络仿真平台，该平台能够仿真卫星节点的物理特性和两个卫星节点之间的链路特征。文献[19]设计了一种名为TUNIE的用来评价DTN的测试平台，使用虚拟化技术和SDN来实现一个真实可靠的DTN环境，通过控制数据传输实现了时变比特率，错误率和传输延时。文献[20]采用全虚拟化技术仿真 GSO 卫星节点、MEO 卫星节点和地面站节点，采用轻量级虚拟化技术仿真 LEO 卫星节点，同样利用 linux 内核中的流量控制工具 TC 实现卫星链路延时及丢包率动态切换。
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二、研究目标、研究内容、关键科学技术问题

2.1 研究目标

结合STK和OpenStack云平台两者的优势，实现STK和OpenStack的无缝连接，从而实现对SGIN动态、精确、实时的网络仿真。

能够根据STK中拓扑的实时变化动态调整仿真网络的网络拓扑，同时能够实时监控STK中卫星姿态的变化并在仿真网络作出实时反馈。

在整合TC工具以及SDN技术的同时，实现对可变延时、BER、卫星之间不稳定的端到端路径的更加精确仿真。

综合考虑不同卫星的特点优化仿真平台中的资源分配方式。

2.2 研究内容

1. 研究天地一体化信息网络架构

研究天地一体化信息网络架构，分析各个节点功能以及物理资源需求；深入了解GEO、LEO、HEO等卫星星座的轨道特征；了解各种卫星轨道之间的链路特性以及链路特征计算方法。

1. 研究OpenStack云计算平台及Python SDK

研究OpenStack云计算平台的整体架构、各组件结构和调度原理，从而提出仿真网络中卫星链路特性仿真的优化方案。同时研究Python SDK，帮助完成编写Python的自动化插件，实现对OpenStack中的网络平台的管理。

1. 研究STK

研究STK工具和STKX模型，实现对STK中的模拟网络拓扑、卫星姿态、链路特性的实时监控和数据提取调用。

1. 研究当前优秀的虚拟化技术

研究两种虚拟化技术的原理和特征，结合网络仿真平台中各个节点的资源调用需求，从而提出一种合理的资源分配方式。

2.3 关键科学技术问题

研究OpenStack中的调度原理及网络架构，主要涉及到OpenStack的两大关键组件：Nova和Neutron。分析在端到端路径数据传输过程中出现的误差原因，从而提出解决方案以实现对链路特性更加精确的方针。

研究实现仿真网络双向拓扑更新的方案，实现实时链路切换，进而经过反馈调整链路数据。

研究一种仿真测试场景用例，用于验证相关的网络攻防工具的性能，从而证明本仿真平台可以用于验证相关技术的性能。

三、研究方案和技术路线

3.1 研究方案

1. 研究天地一体化网络架构

天地一体化信息网络架构在地理上分为空间和地面两个部分。空间部分主要是卫星网络，包括天基接入网和天基骨干网。地面部分主要是地面站和相关地面基础设施。需要深入了解各个卫星星座的轨道参数以及各种卫星轨道之间链路的特征和链路计算方法才能为网络仿真平台提供精确的数据来源。

1. 研究OpenStack云计算平台及Python SDK

OpenStack云计算平台是一种开源的IaaS服务层次的云操作系统，负责对数据中心的计算、存储和网络资源进行统一管理。OpenStack的研究主要通过书本学习和官放文档进行。

Python SDK作为OpenStack提供的一种Python API交互方式，用于编写和创建Python的自动化脚本，并在OpenStack中管理云资源。Python SDK的学习主要通过项目驱动进行，根据实际项目需求熟悉Python SDK的使用。

1. 研究STK

STK作为一款在航天领域处于领先地位的商业分析软件，支持航天任务的全过程。研究将使用STK工具作为原始模拟数据的来源。通过实现STK和OpenStack的无缝连接完成网络仿真平台在实时性、动态精确仿真方面上的各项指标。STK提供了在多种环境嵌入STK功能的方法，包括C++、C#、html、Java、Matlab、MFC等。本研究课题将使用Matlab嵌入STK功能。STK中STKX模块负责STK和各种环境的集成。本研究课题将重点研究STKX中的connect模块，该模块提供了一种基于客户端-服务器模式的连接到STK的方法。STK及其模块的学习主要通过STK提供的官方帮助文档学习。

1. 研究当前优秀的虚拟化技术

通过研究当前使用广泛的虚拟化技术，研究各种虚拟化技术的原理和特点，设计一种针对不同特点卫星、地面站节点的资源分配方式，以提高仿真平台的资源利用率。主要通过大量研读相关论文进行研究。

3.2 技术路线

1. 分析现有论文和文献

阅读国内外相关文献，总结该研究方向的现状以及发展趋势，从中学习相关技术并吸取经验找出现有技术的不足之处，以找出研究的突破要点和研究方法。

1. 研究天地一体化网络架构

主要通过研读相关论文了解天地一体化信息网络架构以及各个节点的轨道和链路特征。

1. 研究OpenStack云计算平台和Python SDK

本研究课题需要对OpenStack云计算平台的调度原理和网络架构有深入的了解，才能完成对端到端路径的流量控制以及根据流量控制过程中出现的误差以实现链路特征控制的优化。

同时借由项目驱动，熟悉Python SDK的常用操作，积累编程经验和技巧，以为后续编写代码过程提供便利。

1. 研究STK

STK作为原始数据的来源，需要对STK的各个模块有深入了解，并具备搭建场景，编写代码的能力。同样借由项目驱动，积累相关的经验和技巧。

1. 研究当前优秀的虚拟化技术

根据天地一体化信息网络各个节点的资源需求，在仿真平台中为各个节点分配合适的资源配置方案，这需要研究当前优秀的虚拟化技术并对天地一体化信息网络中各个节点有深入了解。

四、创新点

(1) 实现对OpenStack和STK的无缝连接，实现对SGIN的实时、动态、精确仿真。

(2) 提高网络仿真平台端到端路径中链路特征的仿真精度。

(3) 结合多种虚拟化方法以优化仿真平台中资源分配方案。

(4) 仿真测试场景用例提供一种用于验证新型网络攻防技术的环境

五、课题研究计划

本研究课题的研究工作分为四个阶段：

1. 第一阶段，2020年3月－2020年8月

大量阅读国内外高质量和最新的相关文献，学习网络仿真关键技术基本概念和理论，包括天地一体化信息网络架构、OpenStack云计算平台、STK、虚拟化技术等。

1. 第二阶段，2020年8月－2021年1月

在现有技术的基础上，寻找新的创新点，搭建实验环境，实践创新点，并完成开题报告。

1. 第三阶段，2021年2月－2021年9月

在实验的结果与事实相符并有明显改进的基础之上，完成论文的撰写。

1. 第四阶段，2021年9月－2022年6月

对所做工作进行全面地总结，撰写毕业论文，准备答辩。

1. 存在的困难以及拟采取的措施
2. 平衡项目要求和研究进度

在项目推进过程中，其一要注意积累相关技术方法，认真完成笔记记录；其二，在完成项目的过程中积极寻找可借鉴和深入发觉的点子，以不断为本研究课题丰富内容。

1. 研究方法不正确导致研究进度缓慢

在研究学习的过程中，孤军奋战必然会导致方向的偏离，难以着手、思路瓶颈等问题，所以与导师、同学的交流，可能会带来提示，打破瓶颈，找到方向。

1. 研究过程中遇到技术难点难以突破

在研究过程中可能会遇到难以攻克的技术难点，原因大多是因为对相关技术的了解不够深入，需要继续深入了解相关技术并尝试使用多种方法解决该技术难点。如若仍然无法攻克该问题，应该换一种思路，寻求一种较好的替代方法进而实现同样的技术要求。

1. 实验结果未达到预想目标

应该重新梳理整个实验过程，寻找实验过程中的缺陷或者疏漏之处，进而修改实验或者相关代码。同时，善用控制变量以及单步调试等方法重复实验寻找出现问题的原因。