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**Reflection 8**

1. **“How does this reading inform your understanding of human centered data science?”**

In the article, “The ethics of algorithms: key problems and solutions”, there are more factors that can lead to improper ethics than meets the eye of human centered data science. The correlation between transparency and malleability, misguided evidence leading to unwanted bias, unfair outcomes leading to discrimination, etc. These are all examples of factors that one would not necessarily think about when interpreting a human centered data science portfolio. They would instead try to understand the results at face value, rather than understanding why it is producing the result that it is.

1. **Using no more than one sentence:**
   1. **“What was the question that the author tried to answer or raise as important?”**
      * The future of AI will gain traction in both positive and negative ways; it is important to understand the ethical issues that will arise through 6 scenarios and monitor how these issues will be addressed in the future.
   2. **“What was the method used to address the question?”**
      * They described six different scenarios throughout the article, and explained how the problems and solutions that are being addressed.
   3. **“What was the primary or most important point of the reading?”**
      * The most important point was the idea that ethical analysis is a necessary step in advancing technology, and that perfecting the governance of it can help progress it in a healthy manner.

**Ask at least 1 thoughtful question regarding the assigned reading and explain the thought process of coming up with the question.**

While reading the article “The ethics of algorithms: key problems and solutions”, the question I began thinking about was whether they considered the antagonizing thought of what was considered unfair. There is no regulatory scale that describes what is fair and what isn’t. Features will be added and removed which will then create unique scales for different models. This can create a bias in it of itself by dictating which features can ultimately generate a “fair” conclusion. How will algorithms combat this issue?

**Explain or describe a connection between the two readings and support the connection. This will probably take 2-5 sentences.**

When reading the paper “Blind spots in AI Ethics”, it is essentially another example of a scenario described in the first paper analyzed. The fast development of technology has led modern ai ethics in a path of change. There are mechanisms such as trust that can reduce complexity, but like any attribute of a model it can be a disadvantage for a model that can create unethical situations. There are features that need to be ethically analyzed to produce a meaningful and fair result.