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# elasticsearch使用规范文档

# 

Elasticsearch是文档型数据库，不是关系型数据库，不具备严格的ACID事务特性，任何企图直接替代严格事务性场景的应用项目都会失败！

## 1 集群

* 集群状态为green时健康，yellow时副本异常，red时主分片异常
* 注意集群节点间网络通信波动较大持续较长时节点认为主节点死掉从而造成集群脑裂
* 集群规模较大时建议集群节点角色分离

## 2 节点

* 为了防止无意中破坏集群稳定的操作，ES数据节点管理的分片数默认不超过1000个
* ES数据节点会消耗2部分内存：1部分是 JVM 运行内存，起步设置就固定，内部划分为很多个应用块1部分是文件系统缓存，频繁挂载物理索引数据，会采用操作系统文件缓存，提升性能
* 单个节点JVM内存最大不超过32GB

## 3 索引

* 大索引需要拆分：增强性能，风险分散。
* 分片数量多，写入并行度增加，提升写入性能，但查询复杂度增加，降低查询性能
* 单分片数据容量在20~40GB最优，上限不超过50GB,数据条数限制上限21亿条
* 数据量未超过单分片容量尽量不增加分片数
* 聚合统计场景下，若单节点聚合性能低，可用考虑增加分片，提升聚合的并行度，提升性能，需要结合实际情况去测算设计
* 单个索引分片数量上限为128个
* 一个主分片可以有多个副本分片，原则是无上限限制
* 副本数量默认1，具备初级的高可用
* 副本数量多，查询可以提供查询并行度增加QPS，索引高可用大大提高
* 副本数据量，写入数据意味着写入多份，变相的降低了数据写入效率
* 可以在写入前后动态调整副本的数量
* 索引主分片尽量均衡分布在数据节点上
* 索引主分片若在某节点分布多个，尽量手动移动到其它节点
* 每个分片都有使用内存和 CPU 资源开销，在大多数情况下，一小组大分片比许多小分片使用更少的资源。

## 4 索引mapping

* mapping是定义文档及其包含的字段如何存储和索引的过程，因此在建立索引mapping时需要确定每个实体的属性、关系和约束等。
* 不要使用默认的动态字符串映射: 默认的[动态字符串映射](http://invalid.uri)会将字符串字段索引为[text](http://invalid.uri)和[keyword](http://invalid.uri)类型，如果您只需要其中一个，这将是一种浪费。
* 在索引中定义过多的字段会导致映射爆炸，这会导致内存不足错误。
* 使用[映射限制设置](http://invalid.uri)来限制字段映射的数量（手动或动态创建）
* 字段映mapping建立好后不可更改，如需更改请使用reindex操作
* 复杂的索引文档模型，查询与维护的代价更高
* 尽量简化索引文档模型，越简单越好
* 避免使用nested与join类型，或更高级的类型
* 字符串text与keyword优先选择keyword类型
* 数值类型尽量选择短精度的，节约存储空间
* 数值类型若无范围检索需求，若无计算需求，尽量使用 keyword 类型，倒排查询效率远远强于 bkd 树
* 创建索引尽量采用模板，固定住索引字段类型
* text 字段类型分词，分词器的选择对于写入性能影响很大，越复杂的分词器写入越慢
* 非text字段类型默认存储了2份，1个是source，1个是列式数据，依据场景需求可以选择禁用index，数据字段无需查询，可以禁用，节约索引信息资源
* doc\_value，数据字段支持排序与聚合，若无需求，可禁用，节约存储与内存
* fields，同一字段有多重查询需求，应用多字段类型，避免原始值存储多次，可节约存储与内存
* text 字段类型，有多个字段属性，若无此类需求，可以选择禁用，可大大节约存储、内存、CPU，如：norms 存储了词项的向量信息，查询时便于计算相关分值等。

## 5 refresh索引刷新

* ES的定位是准实时搜索引擎，刷新间隔默认是1s，表示写入后1秒后可被搜索到，所以这里的值取决于业务对实时性的要求，注意这里并不是越小越好，刷新频率高也意味着对ES的开销也大，通常业务类型在1-5s，日志型在30s-120s，如果集中导入数据可将其设置为-1，ES会自动完成数据刷新，完成后更改回来，否则后续会出现搜索不到数据
* 业务日志场景应用，若无实时查询要求，应该增大刷新间隔
* 大数据业务场景海量数据瞬间写入，数千万级数亿级，可以适当禁止刷新

## 6 限制数据大小

* 限制原始数据大小限制单条数据大小，单条数据勿超过 lkb
* 超过10kb，查询会明显变慢
* 限制单字段数据大小，单字段文本长度，限制最高 100mb，建议越短越好，1kb 以内最好。
* 若单条原始数据确实很大，建议使用 cassandra 列式数据库存储，ES 仅仅作为查询引擎，不存储原始数据

## 7 索引别名

* 在实际生产中，索引的设计可能不是一步到位的,随着业务的扩展，可能会在开发的中后期，调整索引Mapping结构，那么此时就需要借助reindex操作完成索引的迁移,如果要确保线上环境的可靠运行且用户无感知（无需告知用户，不影响用户的业务）的话,就要使用别名来指向更改前和更改后的索引

## 8 禁用source

[\_source](http://invalid.uri)字段存储文档的原始 JSON 正文。如果您不需要访问它，您可以禁用它以节约磁盘空间。但是，更新和重新索引等需要访问的 API\_source将不起作用。

## 9 避免大宽表

* ES索引字段数量默认最大1000，但建议不要超过100

## 10 数据查询注意

* 聚合查询的中间结果和最终结果都会在内存中进行，嵌套过多，会导致内存耗尽OOM

慎重使用模糊查询，ES计算都在JVM内存中完成

* 查询结果避免深度分页：ES每次默认最多获取10000条文档数据，获取更多分页存在深度分页问题，因为es的[http.max\_content\_length](http://invalid.uri)最大大小默认为100MB，es拒绝索引任何大于该值的文档，您可以决定通过修改该设置来增加大小，但 Lucene 仍然有大约 2GB 的限制。建议使用scroll或者searchAfter方式。scroll会把上一次查询结果缓存一定时间。
* 基数查询：尽量不要用基数查询去统计去重后的数据量大小（Unique Count，Distinct Count等）
* 慎重使用“索引名+\*”查询
* 尽量不使用script、update\_by\_query、delete\_by\_query，对ES性能影响的操作
* 慎重正则匹配查询

## 11 磁盘使用注意

为了确保所有节点都有足够的磁盘空间，而不会执行过多的分片移动。集群会根据节点磁盘使用水位去分配移动分片，磁盘使用水位主要有三个等级:

* 磁盘使用达到85%时停止副本分片分配: cluster.routing.allocation.disk.watermark.low：85%
* 磁盘使用达到90%时停止主分片分配：cluster.routing.allocation.disk.watermark.high ：90%
* 磁盘使用达到95%时停止数据写入，这会造成数据写入拒绝：cluster.routing.allocation.disk.watermark.flood\_stage：95%

## 12 codec 索引存储编码

* 索引压缩编码更换最好的压缩方式（[best\_compression](https://www.elastic.co/guide/en/elasticsearch/reference/7.9/tune-for-disk-usage.html)），.可大大节约磁盘空间,默认压缩选择的算法是LZ4， [best\_compression](https://www.elastic.co/guide/en/elasticsearch/reference/7.9/tune-for-disk-usage.html)选择的算法是DEFLATE

## 13 translog事务日志

* 事务日志达到默认阈值，会开始 flush，清空 translog
* 海量数据写入场景，会造成频繁的 flush，严重影响性能，可调大此值
* 若是固态硬盘，可以调大事务日志阈值，固态硬盘默认吞吐能力是机械硬盘的 4 倍
* 海量日志场景，也可以调整刷新 flush 的机制，改为异步；也可延长刷新 flush 时间，时间延长可能会有数据丢失，日志场景是可以容许数据丢失的

## 14 segment分段文件设置

* 海量数据写入场景，调大最小分段存储大小，可避免频繁 IO，大大减轻系统 IO 操作
* 固态硬盘条件，可以调大分段合并线程数，提升并发合并分段能力

## 15 集群慢日志

* 当集群写入或查询耗时久时可以打开集群慢日志查看具体请求