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### 摘要

近年來，為了因應電腦需求市場需求的快速變化，在產品研發階段進行測試和驗證時能夠快速解決問題，以及在有限的時間內確保所有的設計都符合規格至關重要。然而，企業現有之問題追蹤系統雖然可提供使用者追蹤異常測試案例狀態，但查詢時僅能使用關鍵字，且搜尋出來的海量結果需人工逐筆過濾與判斷，以及大量的領域知識和經驗才能找出根本原因，導致效率低下且耗費大量時間。

在快速發展的人工智慧技術中，生成式AI工具在近幾年因其可以透過資料的收集和分析，進行問題回答、總結文件，在文本生成領域被快速採用，處理複雜語句的能力與一般AI相比，展現出更高的語言理解和創造力。(再想想看怎麼樣更吸引人)。其中大型語言模型(LLM)的技術被應用於各種領域的任務上，例如教育、醫療及法律領域，而本研究專注於應用在電腦製造業，針對測試案例中所產生的異常事件，將利用大型語言模型，改善現有之問題追蹤系統之檢索功能，建置一個預測問題根本原因系統，該系統可以讓使用者以自然語言提問，系統將提供可能的根本原因與說明，提供測試人員未知或未注意到的觀點和思路，達到組織內的知識共享、更快速地識別和解決問題，減少測試人員分析根本原因所需的時間，並提高產品交付的速度和品質。

**關鍵詞:**大型語言模型、生成式AI、測試案例、異常事件、根本原因

# 一、 緒論

## 1.1研究背景

在現今的高科技產業環境中，電腦製造業正面臨同業和市場競爭以及技術的挑戰，因此快速且有效地解決產品開發過程中被測試出來的問題(Issue)，成為一個重要的議題，例如：執行測試案例時出現藍白當機畫面(Blue Screen of Death, BSOD)、裝置管理員出現黃色驚嘆號(Yellow Bang)等異常狀況，需要去釐清是哪些元件(Component)造成的問題，甚至有時也需要進行多次的測試，來確認無法再次重現該異常狀況，或是確認是否為僅在單一機台上發生的問題。有效處理這些異常狀況不僅可以加速產品開發過程，還有助於提高產品的品質與可靠性。且為了增加市場佔有率，確保產品符合規格標準，需要做好品質控制，在製造過程中測試產品功能是否良好運作，防止產品缺陷的發生(Jozsef & Blaga, 2014)。

測試階段是製造開發過程中保證產品品質的關鍵任務，其目的是根據大量測試案例的規格要求，驗證正在開發的產品並檢測出異常事件及錯誤。在開發階段，測試人員每日都會收到數十甚至上百條的異常問題報告，需要依賴其領域知識來釐清和診斷出根本原因，進行問題排除。因此，診斷及故障的檢測和識別，在產品開發階段中是非常重要的任務，確保系統可以正常運作(Wotawa & Kaufmann, 2022)。

通常，測試人員會透過關鍵字檢索先前的異常事件，根據先前發生過之異常測試案例作為參考，人工比對類似的測試案例，加上自身經驗與知識的累積來判斷與找尋出根本原因及解決方案。(此新增段落為個案的介紹)由於電腦製造業的範圍相當廣泛，都面臨著複雜規格和配置的生產需求的挑戰，而本研究選擇聚焦桌上型工作站電腦產品作為個案研究對象，因其主要客戶群體為繪圖或設計專業人士，使得產品測試過程中異常事件的識別和解決尤為關鍵(我覺得為何關鍵的原因可以再加強)。隨著生成式AI(Generative AI)模型的快速發展(如OpenAI的ChatGPT)，這樣的大型語言模型(Large Language Models, LLM)的出現已經改變了人們與文本互動和檢索答案的方式。

## 1.2研究動機

為了能追蹤桌上型工作站電腦產品在生產階段測試功能時發現的問題，企業現有之問題追蹤系統(Issue Tracking System, ITS)可以記錄異常測試事件的相關資訊，包含異常事件描述、異常事件類別、系統環境配置、測試方法與重現步驟、預期的測試結果，以及整個解決問題過程的思路在系統上都會被保存下來，並且以協作的方式來編輯與紀錄這些資訊，長期累積下來，建立了龐大測試相關的知識文件，然而，雖然該系統在協助測試人員追蹤異常事件時發揮作用，但有關異常事件發生之根本原因(Root Cause)的識別，例如：出現藍白當機畫面，需要透過自身知識及經驗來釐清是BIOS或是顯示卡的問題，這些嘗試及解決問題的過程和思路都會以文字記錄在現有之問題追蹤系統中，但因為每位測試人員的敘述表達方式不盡相同，例如：不同的測試人員會將黃色驚嘆號描述成"Yellow Bang"或是"YB"，而當一位工作專業知識與經驗都尚有不足的新進員工，不明白YB亦代表黃色驚嘆號時，將難以依賴現有系統的關鍵字檢索功能找尋到所有相關案例。而若是過去從未發生過的案例，測試人員也僅能試圖從傳統的問題追蹤系統中做關鍵字搜尋，且仍然需要仰賴測試人員專業的判斷，在面對海量的測試案例和複雜難解的問題時往往顯得力不從心。

雖然現有之問題追蹤系統可以透過關鍵字搜尋找尋到包含該關鍵字的案例，但仍需逐筆經過人工篩選與判斷來找尋出相關案例，在面對不同測試人員對不同的名詞的描述方式各不相同的情況時，更需要有知識及經驗的累積才能夠透過現有之問題追蹤系統找尋到相關案例。另外，現有之問題追蹤系統在透過關鍵字搜尋後會顯示出所有包含該關鍵字的案例，這些大量案例會使測試人員在找尋解決方案時效率低下，常常耗費精力與時間過濾出相關的異常事件，並且需判斷真正可參考並且具有價值的描述，以找出問題根本原因，進而導致專案進度的延遲。因此有效地管理和分析異常事件之根本原因對於縮短產品開發階段和提高品質至關重要，為此，需要透過人工智慧(Artificial Intelligence, AI)技術，透過將問題追蹤系統存放之案例描述作為文本，分析過去的知識與經驗來協助生成出一個可能的根本原因與建議的解決方案，優化現有問題追蹤系統之檢索功能，進而達到組織內部的知識共享與傳承。

近年來發展的大型語言模型是具有複雜架構和大量參數的人工智慧模型，例如生成式預訓練 (Generative Pre-trained Transformer, GPT) Transformer (GPT-3)(這個只有trasnformer不對吧,應該可以刪除)(Floridi & Chiriatti, 2020)，在自然語言處理(Natural Language Processing, NLP)領域取得了顯著的進展。這些模型經過大量文字資料的訓練，改變以往資訊檢索的模式，不再僅回傳基於相關性的排名列表，而是對資訊進行深入理解和推理，直接產生對使用者有價值的解釋或結果(Ai et al., 2023)，具備接受和處理人類輸入複雜的句子的能力，並且以類似人類的方式生成文字、回答問題，進行知識推理，完成各種與語言相關的任務。這種AI技術展現了驚人的創造力，不僅僅是挖掘出過去已知的資訊，而是能夠深入地去分析數據，發掘新的模式和關聯，提出精煉過後的摘要或結論。對於本個案的測試人員來說，則可以提供測試人員們過去未知或未注意到的觀點或思路，從而更有效地識別和解決測試過程中出現的異常事件，快速精確地找到問題的根本原因。(再加上能一定程度理解某領域專業知識)。

而OpenAI在2022年底推出的開放後，ChatGPT迅速成為有史以來增長最快的應用程式，而其他公司也紛紛提供了自己所開發的LLM應用程式(Rillig et al., 2023)。因此，大型語言模型儼然已成為當前趨勢之一(前面這段再讀一下,感覺原因結果不是很連貫)，本研究將專注於產品製造開發階段中發生之異常問題，嘗試使用大型語言模型Llama2，透過過去類似的異常事件來建置一個預測根本原因的系統，提供測試人員建議的解決方案。

綜上所述，本研究之動機條列如下：

1. 改善現有問題追蹤系統之檢索功能，來解決關鍵字檢索的侷限性與使用者不一致的描述方式，以及需人工逐筆過濾眾多查詢結果的問題，從而大幅提升問題解決的時間與效率。
2. 結合過去積累的大量案例作為資料集，透過該問答系統對文本進行分析，讓測試人員更容易使用和檢索得到答案，從而促進組織內部的知識共享與傳承。
3. 有沒有什麼過去研究沒做到的, 你這次研究的亮點

## 1.3研究目的

個案公司之問題追蹤系統主要是紀錄產品在生產階段所有測試驗證的問題，協助測試人員追蹤問題狀態，透過其專業的知識與經驗，來釐清問題之根本原因並更新至系統上，藉此確保每一個異常事件都有準確地被解決。因此，本研究希望透過大型語言模型，來設計一個根本原因分析預測系統，能夠透過分析過去之異常事件，找出過去類似事件之根本原因，並以自然語言的方式回應使用者的提問，提供一個建議的解決方案，改善測試人員在找尋相關案例時，僅能透過現有之問題追蹤系統執行關鍵字搜尋的不便性，以及讓這些測試的工作知識與經驗可以更容易被重複利用，且不會受限於關鍵字的或描述方式或文字表達邏輯的不同而找不到相關測試異常的案例。

隨著大型語言模型應用的發展，在各種不同領域的用途也不斷地擴大與創新(Kaddour et al., 2023)，但在桌上型工作站電腦產業的領域中，特別是在製造開發階段的測試，尚缺乏有大型語言模型的應用。因此本研究嘗試導入大型語言模型技術，專注於桌上型工作站電腦產品測試案例中的異常問題，協助組織改善現有之問題追蹤系統之檢索功能，並利用該系統所記錄的大量異常問題作為資料集，透過大型語言模型建置一個問答系統，讓測試人員可以更直觀的透過自然語言直接陳述問題，並且從系統中獲得相應的解答或建議，從而提高問題解決的效率和準確性，進而降低測試時程延遲的風險。

綜上所述，本研究之目的條列如下：

1. 應用大型語言模型Llama2建置一個問答系統，透過其對複雜與靈活表達語句的理解，讓測試人員可容易地進行知識的重用和共享。
2. 系統可以根據使用者的提問，透過理解和分析自然語言，從過去的異常事件中找出類似的案例，讓測試人員可以得到一套異常事件的建議解決方案，加快開發階段的速度，降低專案延遲的風險。

## 1.4研究範圍

在電腦產品開發的流程中，從市場調查、提出設計規格、產品設計與開發、樣品製造與測試等階段，皆存在有許多因素和風險會導致產品最終的成果，例如：市場研究不充分、成本控管不當、品質控管不足、存在有技術上的限制或挑戰等。本研究主要針對個案公司之工作站桌上型電腦產品，並且專注在測試階段時，執行測試案例後出現之異常狀況作為探討對象，將嘗試以大型語言模型分析過去存放於現有問題追蹤系統中之異常事件資料集，目的在幫助測試人員更快地找到問題的根本原因，從而減少因錯誤診斷或遺漏而產生專案延遲問題，影響到產品最終品質，如此可進而提升產品品質與整體測試流程的效率。

## 1.5研究架構(尚待更新)

圖 1為本研究之論文架構圖。第一章緒論，針對個案(為何用個案這個名詞)之研究背景及重要性進行描述，再藉由研究動機與問題帶出研究目的。第二章文獻探討，對現有之根本原因分析方法、問答系統、生成式預訓練轉換器技術的相關文獻進行說明和探討。第三章系統設計，詳細說明本研究之個案系統內容、資料集、大型語言模型的運作流程。第四章系統實作與展示，將展示該系統之問答功能與成果。第五章系統成果與討論，針對本研究設計之系統進行回答內容的準確度驗證及使用者訪談。第六章結論與未來研究方向，對本研究進行總結，並說明研究貢獻與限制以及未來的研究發展方向。(寫法比較像套用一個公式, 想想看怎麼寫會比較像介紹你這個研究)

結論與未來研究方向

系統成果與討論

系統實作與展示

系統設計

文獻探討

緒論

圖 1論文架構圖

# 二、 文獻探討

## 2.1問題追蹤系統(Issue Tracking System, ITS)

(我覺得從問答系統講起範圍有點太大了,是不是聚焦在測試案例異常事件查詢系統就好🡪第一章有不少描述有關ITS的關鍵字檢索功能，思考應該可以寫這小節，而不寫問答系統 我覺得ITS比較好,但不用花太多篇幅介紹ITS本身是什麼,大概最多2段就好, 可以介紹多一點相關研究怎麼做的)

問題追蹤系統(Issue Tracking System, ITS)又稱缺陷追蹤系統(Bug Tracking System, BTS)(Janák, 2009)，在軟體開發和資訊科技產業已被廣泛使用(Lessel et al., 2015)，經常使用問題追蹤系統來支援問題管理流程，包含報告、指派、追蹤、解決和歸檔，在產品生命週期的後期階段追蹤問題報告來控制產品的品質(Tran et al., 2009)。異常檢測在管理電腦系統中扮演著重要角色，電腦系統越複雜，問題的檢測就越困難，系統人員會觀察和分析異常事件，然後建立並提交一份問題報告到問題追蹤系統以待解決(Tran et al., 2019)。問題追蹤系統提供一個網路互動式平台，供使用者來追蹤問題報告和進度，從而促進組織內資訊的透明與即時共享，通常包含以下幾個資訊(Singh & Chaturvedi, 2011)：

1. 標題(Title)：問題報告的標題。
2. 描述(Description)：問題的詳細描述，異常發生的具體情況，包含在操作過程中出現的資訊和預期結果。
3. 版本(Version)：專案的版本。
4. 元件(Component)：特定的元件。
5. 截圖/附件(Screenshot/Attachment)：上傳與實際操作或結果相關的截圖。
6. 優先度(Priority)：可以根據緊急程度指派優先順序。
7. 嚴重性(Severity)：對系統影響的程度。
8. 狀態(Status)：異常狀況目前的狀態，包含新建立(New)、開啟(Open)、已確認(Confirmed)、關閉(Closed)等等。
9. 建立者(Created by)：回報該異常狀況的人員。
10. 指派對象(Assigned to)：將該異常狀況分配給負責產生解決方案的人員。
11. 修訂歷史記錄(Revision History)：歷史變更紀錄。
12. 預估時間(Estimated time)：可指定預估時間。
13. 評論(Comments)：有助於識別異常狀況的任何其他資訊。

問題追蹤系統存放的資料由一系列結構化資料(如優先度、嚴重性、嚴重性)和非結構化的自由格式文本組成(Do et al., 2021)，然而，這種非結構化資料被認為是一個挑戰，在Lewis & Dreo(1993)的研究中就建議盡可能避免自由形式的文字描述，因為它們會導致處理數據時遇到困難。雖然從程式設計師的角度來看這個建議是有意義的，但顯然不符合一般喜歡撰寫自由格式文字的使用者的要求，因此，如何從這些異常問題報告複雜的描述中準確獲取有用的資訊，已成為一個嚴重的議題。為了幫助使用者有效搜尋，通常問題追蹤系統都設置了搜尋引擎，當使用者輸入問題時，搜尋引擎會使用關鍵字匹配技術進行檢索，但使用者需人工篩選所有的結果，並選擇可能與他們需要的資訊相符合的答案，且開發者的檢索意圖往往複雜且特殊，搜尋的結果通常會回傳過多的錯誤資訊，或是僅與部分關鍵字匹配的無效資訊(Lu et al., 2021)。因此，這種傳統的搜尋引擎僅能提供有限的幫助，無法正確地理解使用者的意圖，自然也無法返回滿足其需求的答案。

## 2.2生成式預訓練轉換器(Generative Pre-trained Transformer, GPT)

## 2.3大型語言模型(Large Language Model, LLM)
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