Introduction:

This exploratory project assesses the effectiveness of a Logic Programming (LP) approach to integrate computing into middle school science education. Researching LP as a strategy to integrate computing into STEM offers an interesting and viable approach for the STEM+C field. While LP is not a new programming approach, it is under-explored in the STEM+C field where the focus is more on visually-based programming such as block-based programming (e.g., Scratch). Through logic programming, students will learn to represent STEM subject-matter knowledge in an explicit and precise manner, while practicing critical thinking and logical reasoning, and developing computer models based on scientific investigation and problem-solving. A key advantage of LP is in its simplicity and generalizability, and this project will provide valuable information about its effectiveness for STEM content area curriculum development.

More about this project: <https://education.ufl.edu/stem-c/>
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Automatic text generation using deep learning: providing large-scale support for online learning communities

Introduction:

Participating in online communities has significant benefits to students learning in terms of students’ motivation, persistence, and learning outcomes. However, maintaining and supporting online learning communities is very challenging and requires tremendous work. Automatic support is desirable in this situation. The purpose of this work is to explore the use of deep learning algorithms for automatic text generation in providing emotional and community support for a massive online learning community, Scratch. Particularly, state-of-art deep learning language models GPT-2 and recurrent neural network (RNN) are trained using two million comments from the online learning community. We then conduct both a readability test and human evaluation on the automatic generated results for offering support to the online students. The results show that the GPT-2 language model can provide timely and human-written like replies in a style genuine to the data set and context for offering related support.

Social support theory is the leading framework for providing support in online communities. Guided by social support theory, this study explores the ways of providing emotional and community support using deep learning-based language models.

GPT-2 is a transformer-based language model released by Google OpenAI in 2019. Transformer is an attention mechanism-based architecture. It transforms one sequence into another one with the help of Encoder or Decoder without implying any Recurrent Networks.