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# Background

Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement  a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geeks. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. In this project, your goal will be to use data from accelerometers on the belt, forearm, arm, and dumbell of 6 participants. They were asked to perform barbell lifts correctly and incorrectly in 5 different ways. More information is available from the website here: <http://groupware.les.inf.puc-rio.br/har> (see the section on the Weight Lifting Exercise Dataset)."

# Data

The data for this project come from this source: <http://groupware.les.inf.puc-rio.br/har>. The information has been generously provided for use use in this cousera course by the authors, Velloso, E.; Bulling, A.; Gellersen, H.; Ugulino, W.; Fuks, H. They have allowed the use of their paper "Qualitative Activity Recognition of Weight Lifting Exercises. Proceedings of 4th International Conference in Cooperation with SIGCHI (Augmented Human '13) . Stuttgart, Germany: ACM SIGCHI, 2013.

The training data for this project are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-training.csv>

The test data are available here:

<https://d396qusza40orc.cloudfront.net/predmachlearn/pml-testing.csv>

# Choosing the prediction algorithm

Steps Taken

1.Tidy data. Remove columns with little/no data.

2.Create Training and test data from traing data for cross validation checking

3.Trial 3 methods Random Forrest, Gradient boosted model and Linear discriminant analysis

4.Fine tune model through combinations of above methods, reduction of input variables or similar. The fine tuning will take into account accuracy first and speed of analysis second.

library(ggplot2)  
library(caret)

## Loading required package: lattice

library(randomForest)

## randomForest 4.6-12

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

library(e1071)  
library(gbm)

## Loading required package: survival

##   
## Attaching package: 'survival'

## The following object is masked from 'package:caret':  
##   
## cluster

## Loading required package: splines

## Loading required package: parallel

## Loaded gbm 2.1.1

library(doParallel)

## Loading required package: foreach

## Loading required package: iterators

library(survival)  
library(splines)  
library(plyr)  
setwd('E:\\Coursera Data Science\\8-Practical Machine Learning')

# Load data

1.Load data. 2.Remove "#DIV/0!", replace with an NA value.

training <- read.csv('pml-training.csv');  
testing <- read.csv('pml-testing.csv')  
  
dim(training)

## [1] 19622 160

table(training$classe)

##   
## A B C D E   
## 5580 3797 3422 3216 3607

training <- training[, 6:dim(training)[2]]  
  
treshold <- dim(training)[1] \* 0.95  
#Remove columns with more than 95% of NA or "" values  
goodColumns <- !apply(training, 2, function(x) sum(is.na(x)) > treshold || sum(x=="") > treshold)  
  
training <- training[, goodColumns]  
  
badColumns <- nearZeroVar(training, saveMetrics = TRUE)  
  
training <- training[, badColumns$nzv==FALSE]  
  
training$classe = factor(training$classe)  
  
#Partition rows into training and crossvalidation  
inTrain <- createDataPartition(training$classe, p = 0.6)[[1]]  
crossv <- training[-inTrain,]  
training <- training[ inTrain,]  
inTrain <- createDataPartition(crossv$classe, p = 0.75)[[1]]  
crossv\_test <- crossv[ -inTrain,]  
crossv <- crossv[inTrain,]  
  
  
testing <- testing[, 6:dim(testing)[2]]  
testing <- testing[, goodColumns]  
testing$classe <- NA  
testing <- testing[, badColumns$nzv==FALSE]

#Train Model  
  
mod1 <- randomForest(classe ~ ., data = training, importance = TRUE, ntrees = 10)  
pred1 <- predict(mod1, crossv)

#show confusion matrices  
confusionMatrix(pred1, crossv$classe)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E  
## A 1674 1 0 0 0  
## B 0 1138 3 0 0  
## C 0 0 1023 3 0  
## D 0 0 0 961 6  
## E 0 0 0 1 1076  
##   
## Overall Statistics  
##   
## Accuracy : 0.9976   
## 95% CI : (0.996, 0.9987)  
## No Information Rate : 0.2844   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.997   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E  
## Sensitivity 1.0000 0.9991 0.9971 0.9959 0.9945  
## Specificity 0.9998 0.9994 0.9994 0.9988 0.9998  
## Pos Pred Value 0.9994 0.9974 0.9971 0.9938 0.9991  
## Neg Pred Value 1.0000 0.9998 0.9994 0.9992 0.9988  
## Prevalence 0.2844 0.1935 0.1743 0.1639 0.1838  
## Detection Rate 0.2844 0.1933 0.1738 0.1633 0.1828  
## Detection Prevalence 0.2846 0.1938 0.1743 0.1643 0.1830  
## Balanced Accuracy 0.9999 0.9992 0.9982 0.9973 0.9971

#out-of-sample error  
pred1 <- predict(mod1, crossv\_test)  
#pred3 <- predict(mod3, crossv\_test)  
accuracy <- sum(pred1 == crossv\_test$classe) / length(pred1)

Based on results, the Random Forest prediction was far better than either the GBM or lsa models. The RF model will be used as the sole prediction model. The confusion matrix created gives an accuracy of 99.5%. This is excellent.

As a double check the out of sample error was calculated. This model achieved 99.52 % accuracy on the validation set.

# Fine Tuning

Assess Number of relevant variables

varImpRF <- randomForest(classe ~ ., data = training, importance = TRUE, ntrees = 10)  
varImpPlot(varImpRF,type = 2)

![](data:image/png;base64,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)

# Conclusion

I stopped at this stage as the goal to be able to get the required answers and report the errors achieved with the model has been reached without any further fine tuning.

The Random Forest method worked very well.

The Confusion Matrix achieved 99.6% accuracy. The Out of Sample Error achieved 99.7449 %.

This model will be used for the final calculations.

The logic behind using the random forest method as the predictor rather than other methods or a combination of various methods is:

1.Random forests are suitable when to handling a large number of inputs, especially when the interactions between variables are unknown. 2.Random forest's built in cross-validation component that gives an unbiased estimate of the forest's out-of-sample (or bag) (OOB) error rate. 3.A Random forest can handle unscaled variables and categorical variables. This is more forgiving with the cleaning of the data.

# Prepare the submission. (using COURSERA provided code)

pml\_write\_files = function(x){  
n = length(x)  
for(i in 1:n){  
filename = paste0("problem\_id\_",i,".txt")  
write.table(x[i],file=filename,quote=FALSE,row.names=FALSE,col.names=FALSE)  
}  
}  
x <- testing  
  
answers <- predict(mod1, newdata=x)  
answers

## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## B A B A A E D B A A B C B A E E A B B B   
## Levels: A B C D E

pml\_write\_files(answers)