**TP n°4 : Classification\_Les Arbres de Décisions**

**Note**

Ce TP est à rendre selon le deadline fixé par votre enseignant.

**Objectifs :**

Comprendre l’Apprentissage Supervisé à travers la construction des Arbres de Décisions

1. **Construction d'un Arbre de Décision pour un « Jeu de Tennis» avec R**

**Source : http://www.grappa.univ-lille3.fr/~ppreux/ensg/miashs/fouilleDeDonneesI/tp/arbres-de-decision/**

**Objectif :** Construire un Arbre de Décision à partir de données climatiques, afin de prédire si on pourra jouer au Tennis ou non.

1. **Chargement de la bibliothèque**

Pour pouvoir construire des arbres de décision, on va utiliser la bibliothèque « **rpart »** de l'environnement R.

Il faut tout d'abord la rendre accessible. Pour cela, on tape la commande suivante :![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8LAwAI5gLzKCk9dQAAAABJRU5ErkJggg==)

1. **Importation de données**

On commence par charger le jeu de données « Tennis1.txt ». Pour ce faire, placer cet entrepôt de données dans un data frame ‘Tennis’ :

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8/AwAI/AL+GwXmLwAAAABJRU5ErkJggg==)

1. **Construction et Visualisation de l’arbre de décision**
2. Les commandes suivantes permettent de construire l'arbre de décision. Tout d'abord, on doit spécifier quelques paramètres qui précisent comment l'arbre de décision doit être construit. On tape la commande suivante :

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8zAwAI5ALyxyYyuAAAAABJRU5ErkJggg==)

*La variable ad.tennis.cnt stocke les paramètres de l'algorithme.*

*minsplit = 1 signifie que le nombre minimal d'exemples nécessaires à la création d'un nœud est 1. La valeur par défaut est 20. Comme le jeu de données contient moins de 20 exemples, utiliser la valeur par défaut ne produirait pas d'arbre du tout, juste une racine !*

*Le nom utilisé pour cette variable, ad.tennis.cnt suit la convention R : il indique qu'il s'agît d'un arbre de décision (préfixe ad), pour le jeu de tennis (tennis !) et qu'il s'agît des paramètres de contrôle (cnt) ; des points (.) séparent ces différentes informations. Tout cela est complétement libre ; on aurait pu l'appeler toto, R ne on l'aurait pas interdit. Par contre, pour on, humains, c'est autrement plus parlant ainsi que toto. Vous prendrez donc l'habitude de nommer les variables en suivant ce principe.)*

1. On va construire l'arbre de décision en indiquant :

* l'attribut qui représente la variable cible à prédire : ‘**la classe : Jouer’**
* les attributs qui doivent être utilisés pour effectuer cette prédiction (pour l'instant, ce seront les 4 autres attributs : **Ciel, Température, Humidité**et**Vent**)
* l’entrepôt de données avec lequel on construit l'arbre : **Tennis**
* le nom de la variable qui contient les paramètres : **control = ad.tennis.cnt**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8HAwAI7gL35vfCoAAAAABJRU5ErkJggg==)

La représentation graphique des Arbres de Décision avec R a deux formes : Représentation Textuelle et Représentation Graphique.

Concernant le premier type de visualisation, l’arbre est donné sous forme de lignes imbriquées dont chacune correspondant à une classe séparatrice. R distingue une variable séparatrice majoritaire (nœud feuille) des classes non majoritaires par le caractère « \* »

1. Afficher le résultat de la construction sous forme de texte:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8XAwAI8gL5c60pfQAAAABJRU5ErkJggg==)

1. Afficher le résultat de la construction sous forme graphique : NB : on utilisera les deux commandes ***plot*** et ***text***![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//87AwAI7AL2/bfpfgAAAABJRU5ErkJggg==)
2. L'aspect graphique de l'arbre peut être paramétré. Essayer chaque commande et toutes les valeurs affichées :

* *plot (ad.tennis, uniform=T); text (ad.tennis, use.n=T, all=T)*
* *plot (ad.tennis, branch=0); plot (ad.tennis, branch=.7); text (ad.tennis, use.n=T)*
* *plot (ad.tennis, branch=.4, uniform=T, compress=T); text (ad.tennis, all=T,use.n=T)*
* *plot (ad.tennis, branch=.2, uniform=T, compress=T, margin=.1); text (ad.tennis, all=T, use.n=T, fancy=T)*

1. **La prédiction de la classe d'une donnée par un arbre de décision**
2. La fonction **predict()** utilise un arbre de décision pour prédire la classe de nouvelles données. Elle prend en paramètres l'arbre et un data frame qui contient les données dont il faut prédire la classe. Pour prédire la classe des données du jeu d'exemples (avec lesquels on a construit l'arbre de décision), on tapera la commande :![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8bAwAI6gL1r4796gAAAABJRU5ErkJggg==)
3. ***Utilisez l'arbre pour donner une prédiction pour l’entrepôt de données « Tennis2.txt »***

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//83AwAI9AL6IZQ96QAAAABJRU5ErkJggg==)

1. **Construction d'un Arbre de Décision pour le « Cancer du Sein » avec R**

**Source : http://eric.univ-lyon2.fr/%7Ericco/tanagra/fichiers/breast.txt**

**Objectifs :**

* Construire un Arbre de Décision à partir d’un échantillon d’apprentissage contenant 399 observations concernant des patients portant des tumeurs de seins, dans le but de prédire son type : Bénigne ou Maligne.
* Appliquer l’arbre construit sur un échantillon de test contenant 300 observations pour spécifier le type tumeur.

1. **Préparation des données**

*[data = breast.app ] - Construction de l’arbre sur l’échantillon « breast.app ».*

*[classe ~.] - Prédire « classe » à partir des autres variables de la base.*

*[method = « class »] - On construit un arbre de décision c.-à-d. apprentissage supervisé.*

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8vAwAI+AL8ldyzEQAAAABJRU5ErkJggg==)

1. **Construction de l’arbre de décision sur l’échantillon breast.app**![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8PAwAI9gL7zpsyJAAAAABJRU5ErkJggg==)

Donner sa description textuelle ci-dessous

Donner ci-dessous sa description graphique : ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPQAAAGHCAIAAAAIjOhyAAAOHElEQVR4Xu3czZnjyLWEYTqgtbbjgrQsL7QbC8oJOVHW1EqetDE9DRAgMhMJED0i8EVFxbu5BP8CdU4QTVF67u1nhKlbe0eEi5Q7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXKHrZQ7bKXcYSvlDlspd9hKucNWyh22Uu6wlXK/xOf77fb+2Tn88fF2u719/Fjuvx9U91cHj9fON8ZHlzcf7q6fUCufvp2yGO+e33LXxhsMfp3K29v9fQb9J10u5X6JrXIvba6t7l/eYFXufod/9h+oPgk7KdPBsVYvz+39LT+nh4vHhq73n3mplPslNsrdXHSrx+vtL89clXtq1vpt1uXe+neienzvxJ7YuXbX1qdGSLlfYqfcvS7MF8LGutPze87fHZanNU8Yn/TfP263f76X18+e8uXl8SHrD0zX3/zwvFjK/RI75e7teK8i3XLXD0+vrZ8wZv3j9md9Flspi+PfuQdbf1Fj61N9rZT7Jeoe1d8xekvuF3f0pNwbTxgj//Wff1ev2HqHrs/O9+R1lbtvefBpl0u5X6L8MjpdCu+7rb+lLi2o7+9ej+cbzQdkOVwaNL3b/379n6pS2ylH1eGbF+SmzL0PCiDlfpWxOdM/8NWu53/3p8ceL6juXx5YlXu6+fCozeMJ9TvNit439/2eMrw9/brQvaeRUm4jQ99EeiUh5X6N5aoVhXZM14LjbeCLHIhdufGZwPE28EUOUu4aHG8DX+Qg5a7B8TbwRQ5S7hocbwNf5CDlrsHxNvBFDlLuGhxvA1/kIOWuwfE28EUOUu4aHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfbwBcpCJ8JHG8DX6QgfCZwvA18kYLwmcDxNvBFCsJnAsfb6Czy8/39c751u823X+DHx9tt8vbxo310NoRWXngGx9zWM7kWHG9jtcgXF/phbHb5qdno9/C8jYeusprJ1eB4G6tFnlTups5V1Ssn5f+O1UyuBsef6vGPd3Ghe/v4uP9zXV78Jktpps4sjw0PFd8GytaU//xP9xfPHF9ZFu1+e3nRdgHHs31y6d0s9/BA7/4r3VLu89ybMe7/3pKxUmVhxjuqmt8PpnZOT527WlZ3uv2o7a+Hi6Dykc7t+p3bBjdxO7ovvxs+GW/1R+xyt5T7dEsZh2I1/6ZXW3883rSmdzi/4XT3sMjqMtoWurzde6vpoWOtXp670dr2Y7yc6IVS7gs8ulWWrPdP+uOe5qH9w9G9akUz20L3bheHvfc8YOfaXWtiL5FyX+Bwubeqtn043px8ri7Dz253Hio/H4cMLzrQ7s4fe7qU+wKHy/27V+7i/mGR/2+5J/MH5lgV139F1/C0A5+Bl0q5L7BR7vXCH1fBrTY3h8X7DYscr7y9Em/dXh+WPjvfk9dV7r7BwaedLOW+wFa573dUtZsOttrcHNZX7uHly1eExwdluv375e4r37fz+ZytY7pPO1XKfYHtck/3TTZ+xNg7HG9OPu4/aM9vM73xcPTKcv+sTrl8bXu53njadW4p92WWVX817V/yReBnDsdfCZ/13/NFT1vBNxrcF22J6mnvftnToDm4U6i25AnV09bt9IPm4E6h2pInVE875Vai2pInTjnt6ZeV5QeV4Ued4qefsrUbv7psfi2pfn8a/jeY95+PhruXJ13i6jzQ7fLhvsQppz31ePrVcm71VNHyN8WyueP9j99L++Uemz0fTTVPuc93SkvOd8pp1z3tHs7FLf7Ln+qX9F6525/a7/VOuc93SkvOd8ppb//XUp3Du/nbxl65q4v4456U+3yntOR8p5z2fpuLw+p7+LMrd+dDkXJf45SWnO+U095uc3W4df+gU+5cuTGntOR8p5z2XmuLw6as4zeTvXKvLt3jHSn3+U5pyflOOe2tNjeHq0v1bfnPnb1yd/r/eEXKHdfYavPqcLx5N//vG4uyrss9HU/uv6TfH0y5L9VuhbBZkSss/z+xTkP8WQ/fudwKwOWfEN1+5x4iit/Jr5Zys05o2FHnRBdfSsbvJe3jV3Iud/3tcJn6PPFyu1vP2TVdqJZXDXnFt9SNb6Ltta37taR4fvu/0Ng6z92I+iXFSZKX1pN9l3I/dtj8OFWWu/ecXVNFyldN5ZkPp9tlUv3m/XKPZ1Of2pO/5UlE7yVVoqXvUu6lqkvp2nL3nrOr+RD0Dueg4qNSvXmv3Kv0sZ5P/5a9iI2XHPgbv7LvUu5ii70+bT5nV9PC/cO7safNZbk9mXX40s8D57kZ0Rz2Xusl5W7u7B5u2G9zcTjenCu3uqw2J9P5UBwo94GI5vDY3/iVOZc7vrmUO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GEr5Q5bKXfYSrnDVsodtlLusJVyh62UO2yl3GHrL7bcorN0jtHoAAAAAElFTkSuQmCC)

1. **Evaluation de l’arbre sur un échantillon test**

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8rAwAI6AL0c268QAAAAABJRU5ErkJggg==)

1. **Matrice de de Confusion (Table de Contingence)**

*Cette matrice construit un tableau croisé entre la cible observée (classe) et la prédiction du modèle (pred.classe)*

*La table mc se comporte comme une matrice à 2 dimensions, on en déduit le taux d’erreur*![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8fAwAI+gL9STzyuwAAAABJRU5ErkJggg==)

En déduire les pourcentages suivants :

| Les Classes de Prédiction | | |
| --- | --- | --- |
|  | Bénigne | Maligne |
| Bégnine |  |  |
| Maligne |  |  |

1. **Calcul du taux de l’erreur :**

*Calculer le taux d’erreur en appliquant la formule suivante :*

***erreur = Somme des éléments hors diagonale principale / Nombre total des observations.***

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAEAAAABCAYAAAAfFcSJAAAADUlEQVR4XmP4//8nAwAI8AL4r01o1wAAAABJRU5ErkJggg==)

Interpréter les résultats obtenus.