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**Abstract.** Pollutants in the air lead to degradation in the air quality which leads to global warming and unpredictable heatwave occurrence. Air pollution has been a leading cause of respiratory diseases and premature deaths. To forecast AQI and temperature, a multivariate approach based on AR-Net and Temporal Fusion Transformer (TFT) is proposed. A combination of atmospheric and meteorological variables as input features to train the model, including temperature, humidity, wind speed, and pollutant concentrations (PM2.5, PM10, SO2, NO2). Open-source dataset of Air quality in India, is used to train the models and evaluate the experiments. With an MAPE of 7% for AQI and MAPE of 4%for heatwave prediction, it is concluded that the results demonstrate appreciable accuracy in predicting AQI and the occurrence of heatwaves.
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# Introduction

Air quality is a critical factor that affects public health and the environment. Accurate prediction of air quality is essential in providing timely warnings and supporting decision-making. In addition, the occurrence of heat waves can exacerbate the impact of poor air quality on human health [1]. Traditional methods of air quality prediction rely on statistical models that use data from air quality monitoring stations. However, these models are limited by the availability and quality of data, as well as the complexity of the underlying processes that affect air quality and heatwave occurrence.

The use of multivariate machine learning approaches for dynamic prediction of air quality and estimating heatwave occurrence has significant implications for public health, urban planning, and environmental policy [2]. Accurate prediction of air quality and temperature can support decision-making related to health advisories, transportation planning, and energy consumption, while the estimation of heatwave occurrence can support emergency response planning and heat mitigation strategies.

In recent years, there has been a growing interest in the use of machine learning techniques to improve air quality prediction and estimate heatwave occurrence. This paper presents a study on the application of multivariate machine learning approaches, specifically Neural Prophet and Temporal Fusion Transformer, to predict air quality dynamics and estimate heatwave occurrence in a metropolitan area.

The process of predicting air quality index (AQI) and temperature involves several steps, including data collection, pre-processing, and feature extraction. First, data such as air quality measurements, meteorological data, and demographic data are collected from multiple sources, such as air quality monitoring stations and weather stations. The data is then pre-processed to remove outliers and missing values and to normalize the data for consistency [3]. Feature extraction involves selecting relevant variables that affect air quality and temperature, such as temperature, humidity, wind speed, and pollutant concentrations. These variables are used to train a machine learning model, such as Neural Prophet or Temporal Fusion Transformer, to predict AQI and temperature over time. The model is evaluated using metrics such as mean absolute error and root mean square error to assess its accuracy and effectiveness. Overall, the multivariate machine learning approach to AQI and temperature prediction involves a complex process of data collection, pre-processing, and feature extraction, followed by model training and evaluation to produce accurate and reliable predictions.

The study utilizes a combination of air quality, meteorological, and demographic data to develop a model that can accurately predict air quality levels and estimate the occurrence of heat waves. The results of the study demonstrate the potential of multivariate machine learning approaches in improving air quality prediction and estimating heatwave occurrence, with the ability to capture complex patterns and relationships in data.

This paper contributes to the field of air quality prediction and heatwave estimation by introducing a novel approach that utilizes multivariate machine learning techniques. The results of the study have implications for urban planning, public health, and environmental policy, as they can provide insights into the factors that affect air quality and heatwave occurrence and support decision-making related to these issues [4].

# Research Gap and Research Questions

A variety of research has been carried out using the multivariate machine learning approaches for dynamic prediction of air quality and heat wave occurrence that had significant implications for public health , urban planning and environmental policy decision-making related to health advisories. It should be noted that these studies are meant for the transportation planning, energy consumption, while the estimation of heatwave occurrence can support emergency response planning and heat mitigation strategies.

The following research questions (RQs) were taken into account for this investigation:

* RQ1: What is the main goal behind air quality index prediction and how it is related to heat wave mitigation?
* RQ2: What are the different factor that affect air quality and heatwave occurrence and support decision-making related to these issues?
* RQ3: What are the benefits of measuring the air quality index in time series?
* RQ4: What are the preventive measures against the change in AQI and heat wave?
* RQ5: What are the major paybacks faced during the prediction of particular time series?

* 1. **Motivations and Objectives**

The motivation behind using multivariate machine learning approaches for dynamic prediction of air quality and estimating heatwave occurrence is to improve the accuracy and timeliness of air quality predictions and heatwave occurrence estimates. This is important because poor air quality and heatwaves can have significant negative impacts on human health, the environment, and the economy. Multivariate machine learning approaches can use multiple variables and data sources to build models that can better capture the complex relationships between air quality, weather patterns, and other environmental factors. By incorporating real-time data, these models can provide more accurate and timely predictions, enabling authorities to take action to mitigate the impact of poor air quality and heatwaves.

The objective of using these approaches is to develop models that can accurately predict air quality and estimate the occurrence of heatwaves, with the aim of improving public health outcomes and reducing the economic and environmental costs associated with poor air quality and heatwaves. These models can also help policymakers to develop more effective strategies for managing air quality and mitigating the impacts of heatwaves.

* 1. **Contributions**

The significant contribution of the work can be noted as the following.

* Identification of future air quality and temperature prediction with ease.
* Comparison of various deep learning techniques to select the best model for each use case, i.e., AQI and heatwave prediction.
* Collection of new data from Telangana State Pollution control board, for fine tuning to India region.
* Provides an easily implementable methodology for prediction, which is cost effective.
  1. **Paper Organization-**

The remainder of the paper is organized as the following. Section 2 explains the recent research in this area. Section 3 explains the methodology and modeling techniques. This section is followed by the results and discussion section, where we compare the performances of various time series models. Section 5 mentions the conclusion, future scope and areas of improvement of the paper.

# Related work

# 

With the help of combined daily meteorological observation and captured daily fire pixel data from the Moderate Resolution Imaging Spectroradiometer (MODIS), Feng et al.'s work [5] focused to train their models using BPNN ensembles. In order to estimate daily fire pixel counts, the study used the climatological biomass combustion residues data from the Fire Inventory from NCAR (FINN). These estimates were then used to power the WRF-Chem regional air quality model Significant improvements in the precision of daily PM2.5 concentration estimates in Southern China were made by integrating the BPNN-ensemble-forecasted everyday biomass fire pollutant particulates. A decrease in average inaccuracy of modeled surface PM2.5 values from -9.1% to -1.2% mirrored this improvement.

Using machine learning (ML) technologies, such as Support Vector Machines (SVM), random forests, and artificial neural networks, Khan et al.'s [6] study was aimed at creating a heatwave prediction model that is resilient to climate change. The study investigated the association between various ocean-atmospheric features and heatwave days (HWDs), stressing the necessity for a rolling approach in creating a robust climate forecasting model. With an a%NRMSE of 36, an R2 of 0.87, a md score of 0.76, and a rSD of 0.88 throughout the validation period, SVM outperformed the other ML algorithms in terms of predicting HWDs. These findings highlight the potential of the SVM model as a trustworthy tool for heatwave forecasting in the context of climate change.

According to a study by Asadollah et al. [7], a novel hybrid approach called decision tree (ABR-DT) and Ada-Boost Regression may be used to estimate annual heatwave days (HWDs) in Iran using synoptic predictors. The most effective structure was created by reducing the many predictors and their properties using the principal component analysis. Using just the particular humidity and wind components as predictors, the grid-point-specific performance evaluation demonstrated the superiority of ABR-DT, which displayed a correlation coefficient (CC) of 0.860 and a mean absolute error (MAE) of 6.929 as its metrics. The geographical performance indicators throughout Iran's eight distinct climate areas also demonstrated ABR-DT's superior performance, increased 185 and 19%, respectively, to the CC and MAE of its two alternatives.

This review describes the ways for handling model uncertainty in accordance with the phases for developing ANN models, conducted by Cabaneros et al. [8]. The review, which was based on 128 studies published between 2000 and 2022, shows that input uncertainty received more attention than structural, parameter, and output uncertainties. Neuro-fuzzy networks have been used the most, then ensemble techniques. The application of techniques that may quantify uncertainty, such as bootstrapping, Monte Carlo simulation and Bayesian analysis, was also constrained. This review recommends the creation and use of methodologies that can manage and quantify the unpredictability related to the creation of ANN models.

This work suggests an air quality prediction model based on the improved VLSTM with multichannel input and multi route output (IVLSTM-MCMR), according to research by Zhu et al. [9]. The IVLSTM and MCMR modules are part of the suggested model. The suggested IVLSTM module is created by strengthening the VLSTM inner structure in order to minimise the amount of factors that contribute to the convergence's acceleration. A multichannel data input model (MC) with better linear similarity dynamic time wrapping is added in the MCMR module to choose the appropriate data for the IVLSTM input. A multiroute output model (MR), which outputs the results of several target stations with various attributes by various routes, is created to incorporate the findings from MC.**.**

According to a study by Zeng et al. [10], deep learning (DL) algorithms for time series data forecasting, such as the long short-term memory (LSTM) neural networks and recurrent neural network (RNN) have garnered a lot of attention recently and have been used to forecast air quality indexes (AQIs). In this paper, a novel forecasting model that combines the Nested Long Short-Term Memory (NLSTM) neural network and Extended Stationary Wavelet Transform (ESWT) and is presented for forecasting PM2.5 air quality. In terms of several error metrics, including, MAE, MAPE, RMSE absolute error and R2 the findings demonstrate that the suggested technique surpasses state-of-the-art forecasting methods and recently published studies.

Sarkar et al. [11] researched on a study which mentioned, various error-prone approaches, including R-Squared (R2), Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) methods, are included in order to forecast the AQI value for Particulate Matter (PM2.5) m at a certain location in Delhi. This method combines the Gated Recurrent Unit (GRU) and Long-Short-Term Memory (LSTM) deep learning models to predict the AQI of the environment. Several machine learning (ML) and deep learning (DL) models, including LSTM, K-nearest neighbour (KNN), linear regression (LR), GRU and support vector machine (SVM), are also trained on the same dataset to compare their performances with the proposed hybrid (LSTM-GRU) model. With an MAE value of 36.11 and an R2 value of 0.84, it is discovered that the suggested hybrid model performs superiorly.

A climate model was suggested in a study by Dumas et al. [12] as a different method of predicting the occurrence of intense, long-lasting heatwaves. This new method will be helpful for a number of important scientific objectives, such as the analysis of climate model statistics, the development of a quantitative proxy for resampling uncommon occurrences in climate models, the investigation of the effects of climate change, and eventually, forecasting. used large-class under sampling, transfer learning, and 1,000 years' worth of climate model data to train a convolutional neural network. The trained network performs much better than the untrained network in predicting the presence of prolonged, intense heatwaves using the observed snapshots of the surface temperature and the 500hPa geopotential height fields.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Work | Author/  Year | Methodology | Findings | Advantages | Limitations |
| 5 | Feng et al. | • MODIS-recorded fire occurrences  • BPNN ensembles-predicted fire occurrences | • Applied to the normalized mean bias between the simulated (PM2.5) concentrations is the NCAR Fire Inventory (FINN). | • The BPNN ensembles effectively predicted the fire pixel's daily fluctuation | • The accuracy of the BPNN model was just 70%. |
| 6 | Khan et al | •Elimination method was used to identify the input variables by using recursive feature which was based on SVM.  •Developed using window technology over a 5-year time step. | With an %N-RMSE of 36, R2 of 0.87, the SVM’s greater ability to forecast HWDs was exhibited. | The forward rolling model based on SVM performed better in predicting heatwaves. | To make better decisions on the likelihood of heatwaves, forecast uncertainty may be evaluated. |
| 7 | Asadollah et al. | Decision tree and Ada-Boost Regression- A hybrid technique for heatwave forecast | ABR-DT performed better, proven from Grid point based evaluation. Correlation is 0.860, and MAE=6.929, which used wind and specific humidity as input features. | Hybrid models performed better. | Inaccurate results due to alteration of predictor variables |
| 8 | Cabaneros et al | • Bootstrap method  • Bayesian method  • Fuzzy method  • Sensitivity simulation  • Genetic algorithm  • Monte Carlo analysis  • Ensemble technique | The emergence of ANN models has made it possible for researchers to produce precise AP forecasts without the theoretical knowledge necessary for conventional physics-based models. | The creation and use of techniques that can address and quantify the uncertainty that surrounds the creation of ANN models. | It is necessary to conduct more study on how to better report the accuracy and uncertainty of ANN model findings. |
| 9 | Fang et al | A deep learning network module with fewer parameters and greater use of previous data is initially presented as an IVLSTM structure. | The suggested IVLSTM-MCMR performs well in terms of precision and efficiency because it is able to react fast to variations in time series. | The more precise air quality forecast models FFA and STE both perform better than conventional methods. | The ability to understand periodicity and enhance forecast accuracy is more challenging. |
| 10 | Chen et al. | A framework for AQI forecast using deep learning, with wavelet transform and zero mean normalization~~.~~ | Reduction in absolute error and R2 index, indicates that model fits the data accurately. | Exhibits better performance than others. ESWT NLSTM, framework is better in real life. | • Inconsistent data decomposition.  •Unable to fit properly. |
| 11 | Sarkar et al | • Data collection  • Data pre-processing which includes Data Inputation, Data Aggregation, Data Normalization, and Feature Selection | •For forecast the AQI of additional cities suggested method can be expanded.  •The MAE score of 36.11 and the R2 value of 0.84 demonstrate the hybrid model's superior performance. | To compare model performances with the suggested hybrid (LSTM-GRU) model to provide more precise information, models are developed on an identical dataset. | Exploring and using model hyper-parameter optimisation is possible. |
| 12 | Dumas et al. | Large-class undersampling, transfer learning, and 1,000 years' worth of climate model outputs used in CNN | TPR= 56.3 (12.9), FPR=2.1 (without Transfer learning) | Predicted for three distinct degrees of rigour, beginning as soon as 15 days before the event (30 days before the event's conclusion) | Less positive occurrences are included in the datasets, which makes training's learning task more challenging. |

# 3 Methodology

# 

# Fig 1. Process flow for methodology

## 

## 3.1 Preprocessing

Data is collected from Telangana pollution control board, IMD and Kaggle dataset (open source). The collected data is then compiled into preferred csv file for easy manipulation. This is followed by selection of time duration for analysis. A correlation analysis is done to find out which features have higher impact on AQI prediction.

# Fig 2. Correlation analysis

# 

# Fig 3. AQI shows a repeating pattern.

# From the table we can notice that PM2.5, PM10, NOx, CO show positive correlation coefficient.

## 

## 3.2 Neural Prophet

We propose a methodology to use time series forecasting with all air quality parameters such as SO2, NO2, PM10, PM2.5, NOx, CO, Benzene, Toluene and Xylene to model a multivariate approach.

First, the modelling was done with a univariate approach using, Meta’s Neural Prophet framework. The model components include seasonality, trend, events, regressors, auto regression, covariates and global modelling. It is the intersection of traditional methods and recent deep learning methods. We fine-tuned the model with a trend regularization of 2, with a yearly seasonality.

The system learns to identify change points, or dates when a distinct deviation in trend happens. These dots are evenly initialized along the time axis. The cost of each of these linear regressions is then added to the model's total loss. Gradient descent reduces loss and hence improves regression. Specifically, the optimal parameter of linear regression is the slope, often known as the growth value.

Here, the use of yearly seasonality has been set to True, which enable the model to learn patterns which repeat in every 365 days. From EDA, it was clear that the AQI follows a yearly seasonality. Here, the model assumes that target (AQI) is a periodic and continuous function, which can be expressed as a Fourier series.

Where k indicates the number of Fourier terms for the seasonality with periodicity (p).

In cases with multiple seasonality, n values differ, for each periodicity.

The practice of regressing a variable's future value versus its past values is known as auto-regression (AR). A important component of many forecasting applications is auto-regression. The number of prior values contained is typically referred to as the AR (p) model's order p. Hence, a coefficient fits each historical value. Each coefficientdetermines the size and direction of the impact of a certain historical value on the projection.

# 3.3 Temporal Fusion Transformers

The Temporal Fusion Transformer (TFT), a novel attention-based structure, integrates multi-horizon forecasting with excellent accuracy and comprehensible temporal dynamics. To learn temporal correlations at different scales, TFT uses interpretable self-attention layers for long-term reliance and recurrent layers for local processing. TFT uses specialized components to select critical features and a series of gating layers to suppress redundant components, enabling greater performance in a range of conditions.

The multivariate modelling was done using TFT architecture with using PyTorch. The time varying known values were set as the features and AQI was set as unknown values.

**3.4 AQI Prediction-**

We defined a time series forecasting problem with a maximum prediction length of 150 days (5 months), using the Pytorch Forecasting library. The data is assumed to be stored in a pandas DataFrame with a column "time\_idx" representing the time index, and a column "AQI" representing the target variable to be predicted. There is also a categorical variable "City" which identifies the city to which each time series belongs.

Then a training dataset was created using the TimeSeriesDataSet class from the Pytorch Forecasting library. The training dataset is defined as a subset of the original data, with a training cutoff that is 150 days before the end of the time index. The encoder length is set to 720, which is twice the maximum prediction length, to allow for a long enough history to capture seasonal patterns. The dataset is grouped by city, and the target variable is normalized using the soft plus function and normalized by group. The time index, as well as several real-valued features related to air quality, are included as time-varying known reals.

A validation dataset is also created using the same TimeSeriesDataSet class, with predict=True to indicate that it should be used for predicting the last 150 days of each time series. The validation dataset is created from the training dataset to ensure that the categorical encoding and normalization parameters are consistent.

Finally, the code creates data loaders for the model using the ‘to\_dataloader’ method of the TimeSeriesDataSet class. The batch size is set to 128 for the training data loader and 1280 (10 times the training batch size) for the validation data loader. The PyTorch Data Loader class is used to load data in batches for efficient training of the model.

Next, the code sets up a PyTorch Lightning Trainer object to train and evaluate the model. The trainer is configured to run for a maximum of 30 epochs and log results to a TensorBoardLogger. Early stopping is used to stop training if the validation loss does not improve by at least 1e-4 for 10 consecutive epochs. The learning rate is also monitored and logged during training.

The TFT model is defined using the TemporalFusionTransformer class. This method initializes the model with the same categorical encoding and normalization parameters as the training dataset. Hyperparameters such as the learning rate, hidden size, attention head size, dropout rate, and output size (which determines the number of quantiles to predict) are used to train the model. The loss function is set to the QuantileLoss, which minimizes the quantile loss between the predicted and actual quantiles. The reduce\_on\_plateau\_patience parameter reduces the learning rate by a factor of 10 if the validation loss does not improve after 4 epochs.

Heatwave Prediction-

The heatwave prediction is done, using TFT architecture, implemented using PyTorch forecasting. The collected data is preprocessed and trained for 30 epochs with 3 attention heads, learning rate of 0.03.

# 4 Results and Discussion

# 4.1 MAPE (Mean Absolute Percentage Error)

MAPE (Mean Absolute Percentage Error) is a frequently used statistic to assess the precision of predictions provided by regression models. It calculates the percentage difference between a variable's expected value and its actual value.

# Where, n = iteration of the summation function, = Actual Value, = Predicted value

# 4.2 RMSE (Root Mean Squared Error)

Root Mean Squared Error (RMSE) is a statistic used to assess the accuracy of regression model predictions. It is calculated by taking the square root of the average of the squared discrepancies between the expected and actual values.
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These two metrics being very useful for evaluation regression workloads, we efficiently tried to use this.

Different experiments were conducted using NeuralProphet, TFTs and NBeats models to determine the efficacy of each on AQI Prediction and heatwave prediction. The primary datasets used for this work is sourced from Telengana state pollution control board.
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The above figures i.e Fig. 4 to Fig. 9 show that it is possible to accurately predict the features using TFT and it provides a feasible technique to predict the AQI.
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# Fig 10 Fig 11

# Fig. 4-11 Prediction vs Actual Values with TFT model

On experimentation with different models and hyperparameters it is found that multivariate forecasting using NeuralProphet model with additive future regressors performed best for AQI prediction. SO2, PM10 were used as the future regressors. The mean absolute percentage error (MAPE) is found to be 7%.

For Heatwave determination, the best result is obtained by using TFT Model with a MAPE of 4

%.

Table 1. Comparison of results from various models

|  |  |  |
| --- | --- | --- |
| Model | AQI | Heatwave (Max Temp) |
| SARIMA | MAPE=19.38%RMSE=22.38 | MAPE=23.33%, RMSE= 8.67% |
| LSTM | MAPE= 18.99%, RMSE= 19.72 | MAPE=5.1%,RMSE=2.32 |
| Neural-Prophet(Univariate) | MAPE=0.17, (17%),RMSE= 0.3 | MAPE= 0.05 (5%),RMSE= 0.09 |
| NeuralProphet (Multivariate) | Future Regressors as SO2, PM10 MAPE= 0.07 (7%)RMSE= 0.05 | Future Regressors as max. Humidity, min. temp and precipitationMAPE= 0.1263 (12.63%)RMSE=0.084 |
| Temporal Fusion Transformer (TFT)(Multivariate) | MAPE=0.14, (14%)RMSE= 24.6 | MAPE=0.04, (4%)RMSE=1.66 |
| NBeats | MAPE=0.24 (24%),RMSE= 0.036 |  |

# 

Fig. 12. AQI Error comparison Fig. 13. Heatwave Error comparison

# 

# Fig. 14. Neural Prophet Model metrics for Multivariate AQI

# 

# Fig.15 Neural Prophet Model metrics for Temperature prediction (for Heatwave)

# The visualization of the trend of data with seasonality is depicted in fig. 14, and fig. 15 for AQI and heatwave prediction. It is seen that for AQI, PM10 and NOx values hold the highest weight as additive future regressor. A high weight for the variables indicates that the additional time series data provided is highly correlated with the time series being forecasted. This suggests that the exogenous variable included in the data may have a significant impact on the time series being forecasted and can help improve the accuracy of the forecast. Similarly for heatwave prediction, it is found that the maximum humidity and minimum temperature of the day provided a significant role in prediction.

# Chart Description automatically generated

# Fig 16. Max Temp Prediction using TFT (for future timeline) - Adilabad Region Fig.17. Max Temp Prediction using TFT (for future timeline) - Karim Nagar Region

# In the fig 16 and 17 it is indicated the max temp prediction for the heatwave analysis done by the TFT model for the region of Adilabad and Karimnagar.

# Chart, bar chart, funnel chart Description automatically generated

# Fig 18. encoder variable importance as per TFT model Fig. 19. decoder variable importance as per TFT model

# The fig 18 and 19 indicate the importance of variables in training the TFT model and forecasting/prediction on given data.

# 5 Conclusion and Future Scope

# The study on AQI and Heatwave prediction is an accurate and reliable way to forecast and predict weather events. The research conducted on opensource data from IMD as well as Telangana PSB, focused on the use of the latest DL architectures for univariate and multivariate forecasting techniques. The correlation analysis determined that PM10, PM2.5, SO2 and NOx were correlated with the AQI and minimum temperature and humidity correlated with the temperature. This provided us an insight into selection of variables as additive regressors for future forecast. The use of NeuralProphet, Temporal Fusion Transformer(TFT) with extensive hyperparameter tuning provided us with best results,i.e., MAPE of 7% on AQI (univariate) and MAPE of 4% on TFT (multivariate) for heatwave (Max Temp) prediction.

# There are minor issues which need to be clarified for further studies such as a high weight for the Additive Future Regressor (AFR) variable does not necessarily imply causation. It is possible that the high correlation between the AFR and the time series being forecasted is simply a coincidence. Therefore, it is important to carefully interpret the results of the model and consider the underlying data generating process when using the AFR in neural prophet model.
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