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# INTRODUCTION

The METLAIN LLP company is engaged in the development of technological machines, installations and the design of its own equipment or the assembly of existing installations that they order.

More recently, the company opened a data department and is actively developing such departments as Data Engineers and Data Scientist.

To gain experience for the development of a neural network, I was given free time to study articles provided by another organization.

# Week 1 report

Day 1

It all started with the collection of documents for the start of the internship, namely a trip to the clinic. Then a conversation with the staff and familiarization with the workplace and acquaintance with the project.

Day 2

I created requests to connect my PC to databases, to a Python program, then I got network access to the Internet.

Day 3

Started by contacting the medical center for a list of resources they could get to speed up the research work

Day 4-5

It was necessary to deal with sorting and more convenient arrangement of files and creating a table for more convenient study based on Python

# Week 2 report

Day 1-4

Cleaning data from unnecessary scientific papers that relate only to Data Science and Machine Learning

Day 5

Received feedback from the thesis supervisor to continue cleaning the list of scientific papers.

# Week 3 report

Day 1-3

As a result of data cleaning, we received about 100 research papers and, for more effective study, there was a distribution among the group members

Day 4-5

Based on the results, it was necessary to check the articles for availability in online resources in order to identify key segments for themselves

# Week 4 report

Day 1-3

We began to study the material in scientific articles 1-6, of which only one was significant in our project, the title of the article is Article independent clinical validation of the automated ki67 scoring guideline from the international ki67 in breast cancer working group , where this line played the main role: Proposed the method provides an average multi-class accuracy of 94.20% with a classification training time of 226 s in four breast cancer classes and an average multi-class accuracy of 90.10% with a classification training time of 147 s in eight classes. classes of breast cancer.

Day 4-5

2 scientific papers were studied namely: Evaluating the Accuracy of Breast Cancer and Molecular Subtype Diagnosis by Ultrasound Image Deep Learning Model; A Computational Tumor-Infiltrating Lymphocyte Assessment Method Comparable with Visual Reporting Guidelines for Triple-Negative Breast Cancer.

Briefly about each. According to the first scientific work, we can highlight: Using Mask R-CNN we will achieve high results, namely, we had a higher recall for sTIL (96.8 vs. 76.6). As for the second scientific work: According to the result, I will say that several models were carried out, and there is a table inside the article. Based on the same images as ours, we can achieve the same results.

# Week 5 report

Day 1-2

3 scientific papers were read namely: Space curvature-inspired nanoplasmonic sensor for breast cancer extracellular vesicle fingerprinting and machine learning classification; Deep Learning-Based Prediction Model for Breast Cancer Recurrence Using Adjuvant Breast Cancer Cohort in Tertiary Cancer Center Registry, Tumour Stroma Ratio Assessment Using Digital Image Analysis Predicts Survival in Triple Negative and Luminal Breast Cancer. About the first one, this is a classic risk model where certain parameters were summed up with the help of a neural network. A similar result can be said about the second and third.

Day 3-5

At the end of reading all the scientific papers with the group, we collected his separate excel file where we wrote down the pros and the method that they used.

# Conclusion

Summing up, our team in a short time was able to study different methods in the application of a neural network to determine breast cancer, which will help in writing a thesis and high-quality project work. It is necessary to cooperate with other institutions to expand the dataset to better confirm models and make it an important decision-making tool with great potential in clinical application.
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