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# **Problem 1** (15 points)

Recall the stochastic gradient descent iteration for a least squares problem.

for iter=1:maxiter

s = rand(1:m)

as = A[s,:]

bs = b[s]

g = 2(as’\*x - bs).\*as

x -= step\*g

end

Justify that stochastic gradient descent for least squares takes *O*(*n*) work per step where the length of **x** is *n*.

One execution of the for-loop in the SGD is comprised of three stages, random sampling, gradient calculations, and gradient step.

**RANDOM SAMPLING:**

The random sampling stage is where the step value, as vector, and bs value are defined.

* s = rand(1:m): This is a single operation time, as it is generating a single integer.
* as = A[s,:]: Taking s = n in the worst case, defining as, the 1xn row vector, would take n operations.
* bs = b[s]: Identifying a single element from b would take a single operation.

Therefore the total time taken in the worst case for random sampling is O(n + 2) = O(n) work.

**GRADIENT CALCULATION:**

The gradient calculation step is where the gradient is calculated via three operations. Working from inside out:

* as’ \* x: This is the matrix dot product operation between a 1 x n vector and n x n matrix. This takes n operations in the worst case.
* 2 (as’ \* x – bs): This has two scalar operations, scalar multiplication by 2 and a scalar subtraction by bs. This takes 2 operations in the worst case.
* 2(as’ \* x – bs) .\* as: this is elementwise multiplication of a 1xn vector by a 1xn vector. This takes n operations to complete.

Therefore, the total time taken in the worst case for the gradient calculation is O(2n+2) = O(n) work.

**GRADIENT STEP:**

The final step adjusts the matrix x by performing the gradient descent.

* x -= step \* g: scalar multiplication on a 1xn matrix and updates each element of the matrix x by this gradient, which takes n operations.

Therefore, the total time taken in the worst case for the gradient step is O(n) work.

**CONCLUSION:**For all steps, we see that the work performed in the worst case is:

* Random Sampling: O(n)
* Gradient Calculation: O(n)
* Gradient Step: O(n)

**This means that one step for the gradient descent takes O(3n) = O(n) work overall.**

# **Problem 2** (20 points)

Recall that a kernel matrix is constructed as follows:

*Kij* = *f*(**x***i,***x***j*)

for some function *f* such as the inner-product *f*(**x***i,***x***j*) = **x***Ti* **x***j* or *f*(**x***i,***x***j*) = *e*−∥**x***i*−**x***j*∥2*/*(2*σ*). Suppose we have computed *K* for a set of *N* points: **x**1*,...,***x***N*. In this example, the result is a rank *N* matrix. Now, suppose we change two data points. Without losing any generation, let’s just suppose it’s the first and second one. So the new set of points is **x**![](data:image/png;base64,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) (where **x**3*,...,***x***N* are all the same). Let *K*′ be the kernel matrix of the new set of points.

(10 points) Give an algorithm to compute *K*′ given the values of *K*.

using LinearAlgebra

# Define the kernel function

function kernel(x, y)

return dot(x, y)

end

# Function to compute the new kernel matrix K' given K

function update\_kernel\_matrix(K, x\_new1, x\_new2, x\_old)

N = size(K, 1)

K\_prime = copy(K)

# Compute new kernel values involving the new points

for i in 1:N

if i > 2

K\_prime[1, i] = kernel(x\_new1, x\_old[i, :])

K\_prime[2, i] = kernel(x\_new2, x\_old[i, :])

K\_prime[i, 1] = kernel(x\_old[i, :], x\_new1)

K\_prime[i, 2] = kernel(x\_old[i, :], x\_new2)

end

end

# Compute new kernel values for the updated points

K\_prime[1, 1] = kernel(x\_new1, x\_new1)

K\_prime[1, 2] = kernel(x\_new1, x\_new2)

K\_prime[2, 1] = kernel(x\_new2, x\_new1)

K\_prime[2, 2] = kernel(x\_new2, x\_new2)

return K\_prime

end

(10 points) Produce the tightest bound you can on the rank of the difference *K*′ − *K*. (Note: There is an extremely trivial answer that will be worth 4 points.)

**The trivial bound is 4**, since the changes are based out of a 2x2 matrix.

**The tightest bound is 2**, since the difference in between x1 and x2, given by K’ – K, can be represented by at most 2 linearly independent vectors.

# **Problem 3** (15 points)

Fill in the remainder of this julia function.

"""

‘solve\_with\_svd‘ solves a linear system of equations using the result of a singular value decomposition. -----------

The input matrices U, V are given exactly by the output of svd(A).U and svd(A).V and the input s is given by the output of svd(A).s for a square n-by-n matrix A. This function returns a vector x that will solve a linear system of equations Ax = b but does not call Julia’s built-in "\" solver at all.

"""

function solve\_with\_svd(U, s, V, b)

# Compute pseudo inverse of sigma

sigma\_inv = Diagonal(1 ./ s)

# Solve for y in U \* y = B

y = U' \* b

# Solve for z in sigma \* z = y

z = sigma\_inv \* y

# solve for x in V' \* x = z

x = V \* z

return x

end