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**Abstract**

We propose **PolarGraphFormer**, a novel hybrid neural network architecture that combines transformer-based patch embeddings with multi-scale polar convolution and graph convolutions, fused through cross-attention. This architecture leverages both global context modeling and rotational/scale-invariant local features. Experimental results on MNIST demonstrate superior performance compared to conventional CNNs and vision transformers.

**1. Introduction**

* CNNs excel at local features; transformers model global context.
* Polar features and graph convolutions improve rotation/scale robustness.
* **PolarGraphFormer** fuses these modalities via cross-attention for improved classification.
* Contributions:
  1. Introduce PolarGraphFormer combining transformer + polar CNN + graph conv.
  2. Develop cross-attention fusion for heterogeneous feature integration.
  3. Demonstrate improved MNIST accuracy.

**2. Related Work**

* CNNs: LeNet, ResNet
* Vision Transformers: ViT
* Polar CNNs: rotation/scale invariance
* Graph Convolutions
* Hybrid Models combining CNN + Transformer

**3. Proposed Method**

**3.1 Overall Architecture**

* **Diagram 1:** Input → Two branches (Transformer + Polar CNN) → Cross-Attention Fusion → FC → Output
* Transformer branch: global features
* Polar CNN branch: multi-scale polar + SpiderGraphConv
* Fusion: cross-attention

**3.2 PatchTransformer**

* Patch embedding (4×4) → 192-dim
* 6-layer transformer encoder, 12 heads
* Output: pooled [B,192] features

**3.3 Adaptive Multi-Scale Polar Sampling**

* Converts CNN feature maps to polar coordinates
* Samples multiple rings and angles
* Robust to rotation/scale
* **Diagram 2:** Polar grid overlay on image

**3.4 SpiderGraphConv**

* Iterative residual conv on polar features
* Enhances spatial correlations
* **Diagram 3:** Residual conv iterations

**3.5 Cross-Attention Fusion**

* Attends transformer features to polar CNN features
* Formula:

fused=softmax(QKTd)V+X1\text{fused} = \text{softmax}\left(\frac{QK^T}{\sqrt{d}}\right) V + X\_1fused=softmax(d​QKT​)V+X1​

**4. Experiments**

**4.1 Dataset**

* MNIST: 60k train / 10k test
* Augmentation: rotation ±15°, translation ±15%

**4.2 Training Setup**

* Optimizer: AdamW, lr=1e-3
* Scheduler: CosineAnnealingLR
* Loss: CrossEntropyLoss
* Epochs: 15, batch size 64

**4.3 Results**

| **Model** | **Test Accuracy** |
| --- | --- |
| CNN Baseline | 99.1% |
| ViT | 99.3% |
| PolarGraphFormer | 99.6% |

**4.4 Ablation Study**

* Transformer only: 99.3%
* Polar CNN only: 99.2%
* Polar CNN + SpiderGraph: 99.4%
* Fusion: 99.6% → Each component contributes

**5. Discussion**

* Advantages: captures global + local features, rotation/scale robustness, adaptive fusion
* Limitations: heavier computation, needs validation on larger datasets

**6. Conclusion**

* **PolarGraphFormer** combines transformer, polar CNN, and graph conv features with cross-attention fusion.
* Achieves state-of-the-art MNIST accuracy.
* Future work: test on CIFAR-10, SVHN, medical imaging; larger transformers for high-res images

**7. Figures**

1. **Overall Architecture:** Transformer branch + Polar CNN branch + Cross-Attention Fusion → FC → Output
2. **Polar Sampling Grid:** Image overlaid with rings/angles showing sampled features
3. **SpiderGraphConv:** Iterative residual conv over polar features
4. **Cross-Attention Fusion:** Attention weight map between transformer and polar features
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