**![](data:image/png;base64,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)**

**Kaunas University of Technology**

Faculty of Informatics

**Lab work 1. Input & output analysis. Decision tree. Random forest. KNN REPORT**

|  |
| --- |
|  |
| **ADNANE HROU**  Project author |
|  |
| **assoc. prof. dr. Dalia Čalnerytė**  Supervisor |
|  |

**2024**

**Lab work 1. Input & output analysis. Decision tree. Random forest. KNN**

**Name and family name: ADNANE HROU**

**Lab Work 1: Real Estate Price Prediction**

**Introduction:** This lab focused on predicting real estate prices using historical transaction data. The main goal was to analyze and preprocess data, apply multiple machine learning models (KNN, Decision Tree, Random Forest, and ANN), and evaluate their performance using metrics such as MAE and MAPE.

**Data Analysis and Preprocessing:** The dataset contained various features like the number of bedrooms, bathrooms, and property size. Initial steps included cleaning the data by dropping columns like address and pets\_allowed, which had over 60% missing values, and filling missing amenities with "Unknown". Continuous columns, such as price and square\_feet, were standardized, and outliers were handled through IQR capping. One-hot encoding was applied to the categorical feature cityname.

**Model Implementation:**

1. K-Nearest Neighbors (KNN): KNN was run with values of kkk ranging from 3 to 11. The best result was obtained with k=3k=3k=3, yielding an MAE of 0.3460 and R² of 0.731.
2. Decision Tree: The Decision Tree was tested with various max\_depth and min\_samples\_leaf configurations. The optimal result was achieved with max\_depth=10 and min\_samples\_leaf=2, giving an MAE of 0.3903 and R² of 0.7204.
3. Random Forest: Random Forest performed best with 150 estimators and a maximum depth of 15, achieving the lowest MAE of 0.2904 and the highest R² of 0.827.
4. Artificial Neural Networks (ANN): Different architectures were tested. The best-performing configuration was [64, 32], resulting in an MAE of 0.4164 and R² of 0.668.

**Hyperparameter Optimization:** All models were tuned with various hyperparameters. Random Forest, with 150 trees and max depth of 15, provided the best balance between error and model complexity, making it the top-performing model overall.

**Benchmark Comparison:** A simple average prediction was used as a benchmark, yielding an MAE of 0.812 and R² close to zero. The machine learning models, particularly Random Forest, significantly outperformed the benchmark.

**Conclusion:** Random Forest proved to be the most effective model for real estate price prediction, providing the most accurate results. Future work could include further tuning of the ANN model and experimenting with additional features to improve performance.