cind110\_Assignment\_03

Ajay Herod

## R Markdown

This is an R Markdown document. Markdown is a simple formatting syntax for authoring HTML, PDF, and MS Word documents. For more details on using R Markdown see <http://rmarkdown.rstudio.com>.

Use RStudio for this assignment. Edit the file A3\_F19\_Q.Rmd and insert your R code where wherever you see the string “#WRITE YOUR ANSWER HERE”

When you click the **Knit** button a document will be generated that includes both content as well as the output of any embedded R code chunks within the document.

This assignment makes use of data that were adapted from: <https://www.ted.com/talks>

#Install and load required packages

#install.packages("tm") #Please Install if required  
#install.packages("text2vec") #Please Install if required  
library(tm)

## Loading required package: NLP

library(text2vec)

## Reading the Transcripts

data <- read.csv(file = 'transcripts.csv', header = F, sep = '|')  
doc <- 0  
for (i in c(2:100)) {doc[i] <- as.character(data$V1[i])}  
doc.list <- as.list(doc[2:100])  
N.docs <- length(doc.list)  
names(doc.list) <- paste0("Doc", c(1:N.docs))  
Query <- as.character(data$V1[1])

## Preparing the Corpus

my.docs <- VectorSource(c(doc.list, Query))  
my.docs$Names <- c(names(doc.list), "Query")  
my.corpus <- Corpus(my.docs)  
my.corpus

## <<SimpleCorpus>>  
## Metadata: corpus specific: 1, document level (indexed): 0  
## Content: documents: 100

## Cleaning and Preprocessing the text (Cleansing Techniques)

#Write your answer here for Question 1  
#Hint: use getTransformations() function in tm Package  
#https://cran.r-project.org/web/packages/tm/tm.pdf  
my.corpus <- tm\_map(my.corpus, removeWords, stopwords("en"))

## Warning in tm\_map.SimpleCorpus(my.corpus, removeWords, stopwords("en")):  
## transformation drops documents

#By applying a stop word removal algorithm to our text pre=processing we are going to remove words that do not drive the analysis and free up space, which helps processing.   
my.corpus <- tm\_map(my.corpus, removePunctuation)

## Warning in tm\_map.SimpleCorpus(my.corpus, removePunctuation): transformation  
## drops documents

#Similarly to the stop word text pre-processing techniques we are removing noise that does not contribute to the meaning of the sentence with the punctionation removal algorithm.  
#install.packages(SnowballC)  
library(SnowballC)  
my.corpus <- tm\_map(my.corpus, stemDocument, language="english")

## Warning in tm\_map.SimpleCorpus(my.corpus, stemDocument, language = "english"):  
## transformation drops documents

#By applying a stemming algorithm we are trimming the suffix and prefix of words, which helps text pre-processing by simplifying the words.

##Creating a uni-gram Term Document Matrix

term.doc.matrix <- TermDocumentMatrix(my.corpus)  
inspect(term.doc.matrix[1:10,1:10])

## <<TermDocumentMatrix (terms: 10, documents: 10)>>  
## Non-/sparse entries: 25/75  
## Sparsity : 75%  
## Maximal term length: 9  
## Weighting : term frequency (tf)  
## Sample :  
## Docs  
## Terms 1 10 2 3 4 5 6 7 8 9  
## 247 1 0 0 0 0 0 0 1 0 0  
## abil 1 0 0 0 0 0 1 0 0 0  
## abl 3 2 0 0 0 2 1 1 0 0  
## absolut 1 2 0 0 0 0 0 0 0 0  
## accident 1 0 0 0 0 0 0 0 0 0  
## actual 7 1 3 0 1 2 3 0 3 0  
## adam 1 0 0 0 0 0 0 0 0 0  
## admir 1 0 0 0 0 1 0 0 0 0  
## advertis 1 0 0 0 0 1 0 0 0 0  
## affection 1 0 0 0 0 0 0 0 0 0

## Converting the generated TDM into a matrix and displaying the first 6 rows and the dimensions of the matrix

term.doc.matrix <- as.matrix(term.doc.matrix)  
head(term.doc.matrix)

## Docs  
## Terms 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26  
## 247 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## abil 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 1  
## abl 3 0 0 0 2 1 1 0 0 2 1 1 0 0 0 4 2 3 0 1 7 3 0 1 3 0  
## absolut 1 0 0 0 0 0 0 0 0 2 0 2 0 0 0 1 0 0 0 0 1 0 0 0 1 0  
## accident 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0  
## actual 7 3 0 1 2 3 0 3 0 1 2 1 0 1 3 13 0 0 0 2 8 13 0 3 10 3  
## Docs  
## Terms 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49  
## 247 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## abil 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 3 0  
## abl 0 0 1 0 3 0 5 0 0 0 0 3 1 0 0 0 0 0 0 2 8 0 0  
## absolut 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0  
## accident 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## actual 0 1 7 1 0 1 16 1 1 14 2 0 2 2 1 0 7 0 2 3 13 1 7  
## Docs  
## Terms 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72  
## 247 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## abil 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 1 0 0  
## abl 1 0 9 0 4 0 0 0 0 1 1 0 1 0 1 3 0 0 0 2 5 0 0  
## absolut 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 1 0 0  
## accident 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## actual 1 2 9 3 0 1 2 11 2 4 0 0 0 0 1 13 0 1 2 2 5 2 3  
## Docs  
## Terms 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95  
## 247 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## abil 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0  
## abl 0 0 0 3 2 0 1 1 0 3 2 1 0 0 0 0 4 2 1 0 0 0 0  
## absolut 0 0 0 0 0 0 0 0 0 0 1 0 2 1 0 0 0 0 0 1 0 0 0  
## accident 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
## actual 1 1 1 2 10 3 3 0 7 0 5 7 1 7 2 1 11 0 14 1 2 2 2  
## Docs  
## Terms 96 97 98 99 100  
## 247 0 0 0 0 0  
## abil 0 1 2 1 1  
## abl 0 0 2 2 2  
## absolut 0 1 0 0 0  
## accident 0 0 0 0 0  
## actual 0 7 0 4 4

dim(term.doc.matrix)

## [1] 9877 100

## Declaring weights (TF-IDF)

get.tf.idf.weights <- function(tf.vec) {  
 # Computes the tfidf weights from the term frequency vector  
 n.docs <- length(tf.vec)  
 doc.frequency <- length(tf.vec[tf.vec > 0])  
 weights <- rep(0, length(tf.vec))  
 relative.frequency <- tf.vec[tf.vec > 0] / sum(tf.vec[tf.vec > 0])  
 weights[tf.vec > 0] <- relative.frequency \* log(n.docs/doc.frequency)  
 return(weights)  
}

## Declaring weights (TF-IDF variants)

#First Varient   
get.tf.idf.weights1 <- function(tf.vec) {  
 # Computes the tfidf weights from the term frequency vector  
 n.docs <- length(tf.vec)  
 doc.frequency <- length(tf.vec[tf.vec > 0])  
 weights <- rep(0, length(tf.vec))  
 relative.frequency <- tf.vec[tf.vec > 0] / sum(tf.vec[tf.vec > 0])  
 weights[tf.vec > 0] <- relative.frequency \* 1  
 return(weights)  
}  
#Second Varient   
get.tf.idf.weights2 <- function(tf.vec) {  
 # Computes the tfidf weights from the term frequency vector  
 n.docs <- length(tf.vec)  
 doc.frequency <- length(tf.vec[tf.vec > 0])  
 weights <- rep(0, length(tf.vec))  
 relative.frequency <- 1 + log(tf.vec[tf.vec > 0])  
 weights[tf.vec > 0] <- relative.frequency \* log(1+(n.docs/doc.frequency))  
 return(weights)  
}  
#Third Varient   
get.tf.idf.weights3 <- function(tf.vec) {  
 # Computes the tfidf weights from the term frequency vector  
 n.docs <- length(tf.vec)  
 doc.frequency <- length(tf.vec[tf.vec > 0])  
 weights <- rep(0, length(tf.vec))  
 relative.frequency <- tf.vec[tf.vec > 0]  
 weights[tf.vec > 0] <- relative.frequency \* log(n.docs/doc.frequency)  
 return(weights)  
}

###Computing Cosine Similarity and Displaying a heatmap

tfidf.matrix <- t(apply(term.doc.matrix, 1,  
 FUN = function(row) {get.tf.idf.weights(row)}))  
  
colnames(tfidf.matrix) <- my.docs$Names  
  
head(tfidf.matrix)

##   
## Terms Doc1 Doc2 Doc3 Doc4 Doc5 Doc6  
## 247 1.956011503 0.000000000 0 0.0000000000 0.000000000 0.000000000  
## abil 0.056525999 0.000000000 0 0.0000000000 0.000000000 0.056525999  
## abl 0.021388599 0.000000000 0 0.0000000000 0.014259066 0.007129533  
## absolut 0.081657068 0.000000000 0 0.0000000000 0.000000000 0.000000000  
## accident 1.304007668 0.000000000 0 0.0000000000 0.000000000 0.000000000  
## actual 0.005947548 0.002548949 0 0.0008496497 0.001699299 0.002548949  
##   
## Terms Doc7 Doc8 Doc9 Doc10 Doc11 Doc12  
## 247 1.956011503 0.000000000 0 0.0000000000 0.000000000 0.0000000000  
## abil 0.000000000 0.000000000 0 0.0000000000 0.000000000 0.0565259988  
## abl 0.007129533 0.000000000 0 0.0142590660 0.007129533 0.0071295330  
## absolut 0.000000000 0.000000000 0 0.1633141360 0.000000000 0.1633141360  
## accident 0.000000000 0.000000000 0 0.0000000000 0.000000000 0.0000000000  
## actual 0.000000000 0.002548949 0 0.0008496497 0.001699299 0.0008496497  
##   
## Terms Doc13 Doc14 Doc15 Doc16 Doc17 Doc18  
## 247 0 0.0000000000 0.000000000 0.00000000 0.00000000 0.0000000  
## abil 0 0.0000000000 0.056525999 0.00000000 0.00000000 0.0000000  
## abl 0 0.0000000000 0.000000000 0.02851813 0.01425907 0.0213886  
## absolut 0 0.0000000000 0.000000000 0.08165707 0.00000000 0.0000000  
## accident 0 0.0000000000 2.608015337 0.00000000 0.00000000 0.0000000  
## actual 0 0.0008496497 0.002548949 0.01104545 0.00000000 0.0000000  
##   
## Terms Doc19 Doc20 Doc21 Doc22 Doc23 Doc24  
## 247 0.000000 0.000000000 0.000000000 0.00000000 0 0.000000000  
## abil 0.056526 0.000000000 0.000000000 0.00000000 0 0.000000000  
## abl 0.000000 0.007129533 0.049906731 0.02138860 0 0.007129533  
## absolut 0.000000 0.000000000 0.081657068 0.00000000 0 0.000000000  
## accident 0.000000 0.000000000 0.000000000 0.00000000 0 0.000000000  
## actual 0.000000 0.001699299 0.006797197 0.01104545 0 0.002548949  
##   
## Terms Doc25 Doc26 Doc27 Doc28 Doc29 Doc30  
## 247 0.000000000 0.000000000 0 0.0000000000 0.000000000 0.0000000000  
## abil 0.000000000 0.056525999 0 0.0000000000 0.056525999 0.0000000000  
## abl 0.021388599 0.000000000 0 0.0000000000 0.007129533 0.0000000000  
## absolut 0.081657068 0.000000000 0 0.0816570680 0.000000000 0.0000000000  
## accident 0.000000000 0.000000000 0 0.0000000000 0.000000000 0.0000000000  
## actual 0.008496497 0.002548949 0 0.0008496497 0.005947548 0.0008496497  
##   
## Terms Doc31 Doc32 Doc33 Doc34 Doc35  
## 247 0.0000000 0.0000000000 0.00000000 0.0000000000 0.0000000000  
## abil 0.0000000 0.0000000000 0.00000000 0.0565259988 0.0000000000  
## abl 0.0213886 0.0000000000 0.03564767 0.0000000000 0.0000000000  
## absolut 0.0000000 0.0816570680 0.00000000 0.0000000000 0.0000000000  
## accident 0.0000000 0.0000000000 0.00000000 0.0000000000 0.0000000000  
## actual 0.0000000 0.0008496497 0.01359439 0.0008496497 0.0008496497  
##   
## Terms Doc36 Doc37 Doc38 Doc39 Doc40 Doc41  
## 247 0.0000000 0.000000000 0.0000000 0.000000000 0.000000000 0.0000000000  
## abil 0.0000000 0.000000000 0.0000000 0.000000000 0.000000000 0.0000000000  
## abl 0.0000000 0.000000000 0.0213886 0.007129533 0.000000000 0.0000000000  
## absolut 0.0000000 0.000000000 0.0000000 0.081657068 0.000000000 0.0000000000  
## accident 0.0000000 0.000000000 0.0000000 0.000000000 0.000000000 0.0000000000  
## actual 0.0118951 0.001699299 0.0000000 0.001699299 0.001699299 0.0008496497  
##   
## Terms Doc42 Doc43 Doc44 Doc45 Doc46 Doc47  
## 247 0 0.000000000 0 0.000000000 0.000000000 0.00000000  
## abil 0 0.000000000 0 0.056525999 0.000000000 0.00000000  
## abl 0 0.000000000 0 0.000000000 0.014259066 0.05703626  
## absolut 0 0.000000000 0 0.000000000 0.000000000 0.00000000  
## accident 0 0.000000000 0 0.000000000 0.000000000 0.00000000  
## actual 0 0.005947548 0 0.001699299 0.002548949 0.01104545  
##   
## Terms Doc48 Doc49 Doc50 Doc51 Doc52  
## 247 0.0000000000 0.000000000 0.0000000000 0.000000000 0.000000000  
## abil 0.1695779965 0.000000000 0.0000000000 0.000000000 0.000000000  
## abl 0.0000000000 0.000000000 0.0071295330 0.000000000 0.064165797  
## absolut 0.0000000000 0.000000000 0.0000000000 0.000000000 0.000000000  
## accident 0.0000000000 0.000000000 0.0000000000 0.000000000 0.000000000  
## actual 0.0008496497 0.005947548 0.0008496497 0.001699299 0.007646847  
##   
## Terms Doc53 Doc54 Doc55 Doc56 Doc57  
## 247 0.000000000 0.00000000 0.0000000000 0.000000000 0.000000000  
## abil 0.056525999 0.00000000 0.0000000000 0.000000000 0.000000000  
## abl 0.000000000 0.02851813 0.0000000000 0.000000000 0.000000000  
## absolut 0.000000000 0.00000000 0.0000000000 0.000000000 0.000000000  
## accident 0.000000000 0.00000000 0.0000000000 0.000000000 0.000000000  
## actual 0.002548949 0.00000000 0.0008496497 0.001699299 0.009346146  
##   
## Terms Doc58 Doc59 Doc60 Doc61 Doc62 Doc63  
## 247 0.000000000 0.000000000 0.000000000 0 0.000000000 0.00000000  
## abil 0.056525999 0.000000000 0.000000000 0 0.000000000 0.05652600  
## abl 0.000000000 0.007129533 0.007129533 0 0.007129533 0.00000000  
## absolut 0.000000000 0.000000000 0.081657068 0 0.000000000 0.08165707  
## accident 0.000000000 0.000000000 0.000000000 0 0.000000000 0.00000000  
## actual 0.001699299 0.003398599 0.000000000 0 0.000000000 0.00000000  
##   
## Terms Doc64 Doc65 Doc66 Doc67 Doc68 Doc69  
## 247 0.0000000000 0.00000000 0 0.0000000000 0.000000000 0.000000000  
## abil 0.0000000000 0.05652600 0 0.0000000000 0.000000000 0.000000000  
## abl 0.0071295330 0.02138860 0 0.0000000000 0.000000000 0.014259066  
## absolut 0.0000000000 0.00000000 0 0.0000000000 0.081657068 0.000000000  
## accident 0.0000000000 0.00000000 0 0.0000000000 0.000000000 0.000000000  
## actual 0.0008496497 0.01104545 0 0.0008496497 0.001699299 0.001699299  
##   
## Terms Doc70 Doc71 Doc72 Doc73 Doc74  
## 247 0.000000000 0.000000000 0.000000000 0.0000000000 0.0000000000  
## abil 0.056525999 0.000000000 0.000000000 0.0000000000 0.0565259988  
## abl 0.035647665 0.000000000 0.000000000 0.0000000000 0.0000000000  
## absolut 0.081657068 0.000000000 0.000000000 0.0000000000 0.0000000000  
## accident 0.000000000 0.000000000 0.000000000 0.0000000000 0.0000000000  
## actual 0.004248248 0.001699299 0.002548949 0.0008496497 0.0008496497  
##   
## Terms Doc75 Doc76 Doc77 Doc78 Doc79  
## 247 0.0000000000 0.000000000 0.000000000 0.000000000 0.000000000  
## abil 0.0000000000 0.000000000 0.000000000 0.000000000 0.056525999  
## abl 0.0000000000 0.021388599 0.014259066 0.000000000 0.007129533  
## absolut 0.0000000000 0.000000000 0.000000000 0.000000000 0.000000000  
## accident 0.0000000000 0.000000000 0.000000000 0.000000000 0.000000000  
## actual 0.0008496497 0.001699299 0.008496497 0.002548949 0.002548949  
##   
## Terms Doc80 Doc81 Doc82 Doc83 Doc84  
## 247 0.000000000 0.000000000 0.0000000 0.000000000 0.000000000  
## abil 0.000000000 0.000000000 0.0000000 0.000000000 0.000000000  
## abl 0.007129533 0.000000000 0.0213886 0.014259066 0.007129533  
## absolut 0.000000000 0.000000000 0.0000000 0.081657068 0.000000000  
## accident 0.000000000 0.000000000 0.0000000 0.000000000 0.000000000  
## actual 0.000000000 0.005947548 0.0000000 0.004248248 0.005947548  
##   
## Terms Doc85 Doc86 Doc87 Doc88 Doc89  
## 247 0.0000000000 0.000000000 0.000000000 0.0000000000 0.000000000  
## abil 0.0000000000 0.056525999 0.000000000 0.0000000000 0.000000000  
## abl 0.0000000000 0.000000000 0.000000000 0.0000000000 0.028518132  
## absolut 0.1633141360 0.081657068 0.000000000 0.0000000000 0.000000000  
## accident 0.0000000000 0.000000000 0.000000000 0.0000000000 0.000000000  
## actual 0.0008496497 0.005947548 0.001699299 0.0008496497 0.009346146  
##   
## Terms Doc90 Doc91 Doc92 Doc93 Doc94  
## 247 0.00000000 0.000000000 0.0000000000 0.000000000 0.000000000  
## abil 0.00000000 0.000000000 0.0565259988 0.000000000 0.000000000  
## abl 0.01425907 0.007129533 0.0000000000 0.000000000 0.000000000  
## absolut 0.00000000 0.000000000 0.0816570680 0.000000000 0.000000000  
## accident 0.00000000 0.000000000 0.0000000000 0.000000000 0.000000000  
## actual 0.00000000 0.011895095 0.0008496497 0.001699299 0.001699299  
##   
## Terms Doc95 Doc96 Doc97 Doc98 Doc99 Query  
## 247 0.000000000 0 0.000000000 0.00000000 0.000000000 0.000000000  
## abil 0.000000000 0 0.056525999 0.11305200 0.056525999 0.056525999  
## abl 0.000000000 0 0.000000000 0.01425907 0.014259066 0.014259066  
## absolut 0.000000000 0 0.081657068 0.00000000 0.000000000 0.000000000  
## accident 0.000000000 0 0.000000000 0.00000000 0.000000000 0.000000000  
## actual 0.001699299 0 0.005947548 0.00000000 0.003398599 0.003398599

dim(tfidf.matrix)

## [1] 9877 100

similarity.matrix <- sim2(t(tfidf.matrix), method = 'cosine')  
heatmap(similarity.matrix)

![](data:image/png;base64,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)

##Showing the Results

sort(similarity.matrix["Query", ], decreasing = TRUE)[1:10]

## Doc99 Query Doc47 Doc58 Doc3 Doc97   
## 1.000000000 1.000000000 0.012579770 0.008470972 0.005469461 0.005464656   
## Doc91 Doc36 Doc19 Doc2   
## 0.005388431 0.005308758 0.005298112 0.005174653

## Use the following chunck to comment and conclude after conducting your comparative analyses

#The first TF-IDF variant is similar to the original variant in the aspects of ordered doc weights. We can see that they share 9 out of the 10 highest weighted docs with similar order. The first variant differs from the original in the in individual weight, we can see that the first variants weights are more than doubled for each doc not including the matching doc 99 and the query.  
#The second TF-IDF variant is also similar to the original variant by ordered doc weights. We can see that they share 8 out of 10 highest weighted docs, but differ in the ordering. The weights of each doc in the second variant is drastically increased compared to the original with the 10th highest weighted doc being more than the third highest in the original.  
#The final TF-IDF variant is also similar to the original variant by ordered doc weights. They share 7 out of 10 highest weighted docs and differ in order. The weights of each doc in the second variant is drastically increased compared to the original.   
#Overall we can see more change in each variant from the original. This tells me as we change the TF in the function it increases variance in the weight order. Whereas change in IDF shows more increase in weigth value.

## Use the following chunck to answer Question 4

#Terms with two adjacent words is only worth pursuing if the term's meaning differs from the term when both words are separated. These are referred to as an oxymoron, an example is "living dead"; which greatly varies in meaning when separate or together. The term frequency would need to be weighted higher in the TF-IDF.