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# Compute modulus division by a power-of-2-number

Compute n modulo d without division(/) and modulo(%) operators, where d is a power of 2 number.

Let *i*th bit from right is set in d. For getting n modulus d, we just need to return 0 to *i*-1 (from right) bits of n as they are and other bits as 0.

For example if n = 6 (00..110) and d = 4(00..100). Last set bit in d is at position 3 (from right side). So we need to return last two bits of n as they are and other bits as 0, i.e., 00..010.

Now doing it is so easy, guess it….

Yes, you have guessing it right. See the below program.

#include<stdio.h>  
  
/\* This function will return n % d.  
 d must be one of: 1, 2, 4, 8, 16, 32, … \*/  
unsigned int getModulo(unsigned int n, unsigned int d)  
{  
 return ( n & (d-1) );  
}   
  
/\* Driver program to test above function \*/  
int main()  
{  
 unsigned int n = 6;  
 unsigned int d = 4; /\*d must be a power of 2\*/  
 printf("%u moduo %u is %u", n, d, getModulo(n, d));  
  
 getchar();  
 return 0;  
}

**References:**  
 <http://graphics.stanford.edu/~seander/bithacks.html#ModulusDivisionEasy>

Please write comments if you find any bug in the above program/algorithm or other ways to solve the same problem.

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/compute-modulus-division-by-a-power-of-2-number/>

# Write an Efficient Method to Check if a Number is Multiple of 3

The very first solution that comes to our mind is the one that we learned in school. If sum of digits in a number is multiple of 3 then number is multiple of 3 e.g., for 612 sum of digits is 9 so it’s a multiple of 3. But this solution is not efficient. You have to get all decimal digits one by one, add them and then check if sum is multiple of 3.

There is a pattern in binary representation of the number that can be used to find if number is a multiple of 3. If difference between count of odd set bits (Bits set at odd positions) and even set bits is multiple of 3 then is the number.

Example: 23 (00..10111)  
 1) Get count of all set bits at odd positions (For 23 it’s 3).  
 2) Get count of all set bits at even positions (For 23 it’s 1).  
 3) If difference of above two counts is a multiple of 3 then number is also a multiple of 3.

(For 23 it’s 2 so 23 is not a multiple of 3)

Take some more examples like 21, 15, etc…

Algorithm: isMutlipleOf3(n)  
1) Make n positive if n is negative.  
2) If number is 0 then return 1  
3) If number is 1 then return 0  
4) Initialize: odd\_count = 0, even\_count = 0  
5) Loop while n != 0  
 a) If rightmost bit is set then increment odd count.  
 b) Right-shift n by 1 bit  
 c) If rightmost bit is set then increment even count.  
 d) Right-shift n by 1 bit  
6) return isMutlipleOf3(odd\_count - even\_count)

**Proof:**  
 Above can be proved by taking the example of 11 in decimal numbers. (In this context 11 in decimal numbers is same as 3 in binary numbers)  
 If difference between sum of odd digits and even digits is multiple of 11 then decimal number is multiple of 11. Let’s see how.

Let’s take the example of 2 digit numbers in decimal  
 AB = 11A -A + B = 11A + (B – A)  
 So if (B – A) is a multiple of 11 then is AB.

Let us take 3 digit numbers.

ABC = 99A + A + 11B – B + C = (99A + 11B) + (A + C – B)  
 So if (A + C – B) is a multiple of 11 then is (A+C-B)

Let us take 4 digit numbers now.  
 ABCD = 1001A + D + 11C – C + 999B + B – A  
 = (1001A – 999B + 11C) + (D + B – A -C )  
 So, if (B + D – A – C) is a multiple of 11 then is ABCD.

This can be continued for all decimal numbers.  
 Above concept can be proved for 3 in binary numbers in the same way.  
   
 **Time Complexity:** O(logn)

**Program:**

#include<stdio.h>  
  
/\* Fnction to check if n is a multiple of 3\*/  
int isMultipleOf3(int n)  
{  
 int odd\_count = 0;  
 int even\_count = 0;  
  
 /\* Make no positive if +n is multiple of 3  
 then is -n. We are doing this to avoid  
 stack overflow in recursion\*/  
 if(n < 0) n = -n;  
 if(n == 0) return 1;  
 if(n == 1) return 0;  
  
 while(n)  
 {  
 /\* If odd bit is set then  
 increment odd counter \*/  
 if(n & 1)   
 odd\_count++;  
 n = n>>1;  
  
 /\* If even bit is set then  
 increment even counter \*/  
 if(n & 1)  
 even\_count++;  
 n = n>>1;  
 }  
  
 return isMultipleOf3(abs(odd\_count - even\_count));  
}  
  
/\* Program to test function isMultipleOf3 \*/  
int main()  
{  
 int num = 23;  
 if (isMultipleOf3(num))   
 printf("num is multiple of 3");  
 else  
 printf("num is not a multiple of 3");  
 getchar();  
 return 0;  
}

Tags: [MathematicalAlgo](http://www.geeksforgeeks.org/tag/mathematicalalgo/)

### Source

<http://www.geeksforgeeks.org/write-an-efficient-method-to-check-if-a-number-is-multiple-of-3/>

# Find whether a given number is a power of 4 or not

Asked by [Ajay](http://geeksforgeeks.org/forum/topic/power-question#post-206)

**1.** A simple method is to take log of the given number on base 4, and if we get an integer then number is power of 4.

**2.** Another solution is to keep dividing the number by 4, i.e, do n = n/4 iteratively. In any iteration, if n%4 becomes non-zero and n is not 1 then n is not a power of 4, otherwise n is a power of 4.

#include<stdio.h>  
#define bool int  
  
/\* Function to check if x is power of 4\*/  
bool isPowerOfFour(int n)  
{  
 if(n == 0)  
 return 0;  
 while(n != 1)  
 {   
 if(n%4 != 0)  
 return 0;  
 n = n/4;   
 }  
 return 1;  
}   
  
/\*Driver program to test above function\*/  
int main()  
{  
 int test\_no = 64;  
 if(isPowerOfFour(test\_no))  
 printf("%d is a power of 4", test\_no);  
 else  
 printf("%d is not a power of 4", test\_no);  
 getchar();  
}

**3.** A number n is a power of 4 if following conditions are met.  
 a) There is only one bit set in the binary representation of n (or n is a power of 2)  
 b) The count of zero bits before the (only) set bit is even.

For example: 16 (10000) is power of 4 because there is only one bit set and count of 0s before the set bit is 4 which is even.

Thanks to [Geek4u](http://geeksforgeeks.org/forum/topic/power-question#post-312)for suggesting the approach and providing the code.

#include<stdio.h>  
#define bool int  
  
bool isPowerOfFour(unsigned int n)  
{  
 int count = 0;  
  
 /\*Check if there is only one bit set in n\*/  
 if ( n && !(n&(n-1)) )  
 {  
 /\* count 0 bits before set bit \*/  
 while(n > 1)  
 {  
 n >>= 1;  
 count += 1;  
 }   
  
 /\*If count is even then return true else false\*/  
 return (count%2 == 0)? 1 :0;  
 }  
  
 /\* If there are more than 1 bit set  
 then n is not a power of 4\*/  
 return 0;  
}   
  
/\*Driver program to test above function\*/  
int main()  
{  
 int test\_no = 64;  
 if(isPowerOfFour(test\_no))  
 printf("%d is a power of 4", test\_no);  
 else  
 printf("%d is not a power of 4", test\_no);  
 getchar();  
}

Please write comments if you find any of the above codes/algorithms incorrect, or find other ways to solve the same problem.

### Source

<http://www.geeksforgeeks.org/find-whether-a-given-number-is-a-power-of-4-or-not/>

# Add two bit strings

Given two bit sequences as strings, write a function to return the addition of the two sequences. Bit strings can be of different lengths also. For example, if string 1 is “1100011” and second string 2 is “10”, then the function should return “1100101”.

Since sizes of two strings may be different, we first make the size of smaller string equal to that of bigger string by adding leading 0s. After making sizes same, we one by one add bits from rightmost bit to leftmost bit. In every iteration, we need to sum 3 bits: 2 bits of 2 given strings and carry. The sum bit will be 1 if, either all of the 3 bits are set or one of them is set. So we can do XOR of all bits to find the sum bit. How to find carry – carry will be 1 if any of the two bits is set. So we can find carry by taking OR of all pairs. Following is step by step algorithm.

**1.** Make them equal sized by adding 0s at the begining of smaller string.  
 **2.** Perform bit addition  
 …..Boolean expression for adding 3 bits a, b, c  
 …..Sum = a XOR b XOR c  
 …..Carry = (a AND b) OR ( b AND c ) OR ( c AND a )

Following is C++ implementation of the above algorithm.

#include <iostream>  
using namespace std;  
  
//adds the two bit strings and return the result  
string addBitStrings( string first, string second );  
  
// Helper method: given two unequal sized bit strings, converts them to  
// same length by aadding leading 0s in the smaller string. Returns the  
// the new length  
int makeEqualLength(string &str1, string &str2)  
{  
 int len1 = str1.size();  
 int len2 = str2.size();  
 if (len1 < len2)  
 {  
 for (int i = 0 ; i < len2 - len1 ; i++)  
 str1 = '0' + str1;  
 return len2;  
 }  
 else if (len1 > len2)  
 {  
 for (int i = 0 ; i < len1 - len2 ; i++)  
 str2 = '0' + str2;  
 }  
 return len1; // If len1 >= len2  
}  
  
// The main function that adds two bit sequences and returns the addition  
string addBitStrings( string first, string second )  
{  
 string result; // To store the sum bits  
  
 // make the lengths same before adding  
 int length = makeEqualLength(first, second);  
  
 int carry = 0; // Initialize carry  
  
 // Add all bits one by one  
 for (int i = length-1 ; i >= 0 ; i--)  
 {  
 int firstBit = first.at(i) - '0';  
 int secondBit = second.at(i) - '0';  
  
 // boolean expression for sum of 3 bits  
 int sum = (firstBit ^ secondBit ^ carry)+'0';  
  
 result = (char)sum + result;  
  
 // boolean expression for 3-bit addition  
 carry = (firstBit & secondBit) | (secondBit & carry) | (firstBit & carry);  
 }  
  
 // if overflow, then add a leading 1  
 if (carry)  
 result = '1' + result;  
  
 return result;  
}  
  
// Driver program to test above functions  
int main()  
{  
 string str1 = "1100011";  
 string str2 = "10";  
  
 cout << "Sum is " << addBitStrings(str1, str2);  
 return 0;  
}

Output:

Sum is 1100101

This article is compiled by **Ravi Chandra Enaganti**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/add-two-bit-strings/>

# Add two numbers without using arithmetic operators

Write a function Add() that returns sum of two integers. The function should not use any of the arithmetic operators (+, ++, –, -, .. etc).

Sum of two bits can be obtained by performing XOR (^) of the two bits. Carry bit can be obtained by performing AND (&) of two bits.  
 Above is simple [Half Adder](http://en.wikipedia.org/wiki/Adder_%28electronics%29#Half_adder) logic that can be used to add 2 single bits. We can extend this logic for integers. If x and y don’t have set bits at same position(s), then bitwise XOR (^) of x and y gives the sum of x and y. To incorporate common set bits also, bitwise AND (&) is used. Bitwise AND of x and y gives all carry bits. We calculate (x & y)

#include<stdio.h>  
  
int Add(int x, int y)  
{  
 // Iterate till there is no carry   
 while (y != 0)  
 {  
 // carry now contains common set bits of x and y  
 int carry = x & y;   
  
 // Sum of bits of x and y where at least one of the bits is not set  
 x = x ^ y;   
  
 // Carry is shifted by one so that adding it to x gives the required sum  
 y = carry << 1;  
 }  
 return x;  
}  
  
int main()  
{  
 printf("%d", Add(15, 32));  
 return 0;  
}

Following is recursive implementation for the same approach.

int Add(int x, int y)  
{  
 if (y == 0)  
 return x;  
 else  
 return Add( x ^ y, (x & y) << 1);  
}

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/add-two-numbers-without-using-arithmetic-operators/>

# Binary representation of a given number

Write a program to print Binary representation of a given number.

Source: [Microsoft Interview Set-3](http://www.geeksforgeeks.org/archives/23422)

**Method 1: Iterative**  
 For any number, we can check whether its ‘i’th bit is 0(OFF) or 1(ON) by bitwise ANDing it with “2^i” (2 raise to i).

1) Let us take number 'NUM' and we want to check whether it's 0th bit is ON or OFF   
 bit = 2 ^ 0 (0th bit)  
 if NUM & bit == 1 means 0th bit is ON else 0th bit is OFF  
  
2) Similarly if we want to check whether 5th bit is ON or OFF   
 bit = 2 ^ 5 (5th bit)  
 if NUM & bit == 1 means its 5th bit is ON else 5th bit is OFF.

Let us take unsigned integer (32 bit), which consist of 0-31 bits. To print binary representation of unsigned integer, start from 31th bit, check whether 31th bit is ON or OFF, if it is ON print “1” else print “0”. Now check whether 30th bit is ON or OFF, if it is ON print “1” else print “0”, do this for all bits from 31 to 0, finally we will get binary representation of number.

void bin(unsigned n)  
{  
 unsigned i;  
 for (i = 1 << 31; i > 0; i = i / 2)  
 (n & i)? printf("1"): printf("0");  
}  
  
int main(void)  
{  
 bin(7);  
 printf("\n");  
 bin(4);  
}

**Method 2: Recursive**  
 Following is recursive method to print binary representation of ‘NUM’.

step 1) if NUM > 1  
 a) push NUM on stack  
 b) recursively call function with 'NUM / 2'  
step 2)  
 a) pop NUM from stack, divide it by 2 and print it's remainder.

void bin(unsigned n)  
{  
 /\* step 1 \*/  
 if (n > 1)  
 bin(n/2);  
  
 /\* step 2 \*/  
 printf("%d", n % 2);  
}  
  
int main(void)  
{  
 bin(7);  
 printf("\n");  
 bin(4);  
}

This article is compiled by **Narendra Kangralkar**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/binary-representation-of-a-given-number/>

# Check for Integer Overflow

Write a “C” function, int addOvf(int\* result, int a, int b) If there is no overflow, the function places the resultant = sum a+b in “result” and returns 0. Otherwise it returns -1. The solution of casting to long and adding to find detecting the overflow is not allowed.

**Method 1**  
 There can be overflow only if signs of two numbers are same, and sign of sum is opposite to the signs of numbers.

1) Calculate sum  
2) If both numbers are positive and sum is negative then return -1  
 Else   
 If both numbers are negative and sum is positive then return -1  
 Else return 0

#include<stdio.h>  
#include<stdlib.h>  
  
/\* Takes pointer to result and two numbers as  
 arguments. If there is no overflow, the function  
 places the resultant = sum a+b in “result” and  
 returns 0, otherwise it returns -1 \*/  
 int addOvf(int\* result, int a, int b)  
 {  
 \*result = a + b;  
 if(a > 0 && b > 0 && \*result < 0)  
 return -1;  
 if(a < 0 && b < 0 && \*result > 0)  
 return -1;  
 return 0;  
 }  
  
 int main()  
 {  
 int \*res = (int \*)malloc(sizeof(int));  
 int x = 2147483640;  
 int y = 10;  
  
 printf("%d", addOvf(res, x, y));  
  
 printf("\n %d", \*res);  
 getchar();  
 return 0;  
}

Time Complexity : O(1)  
 Space Complexity: O(1)

**Method 2**  
 Thanks to Himanshu Aggarwal for adding this method. This method doesn’t modify \*result if there us an overflow.

#include<stdio.h>  
#include<limits.h>  
#include<stdlib.h>  
  
int addOvf(int\* result, int a, int b)  
{  
 if( a > INT\_MAX - b)  
 return -1;  
 else  
 {  
 \*result = a + b;  
 return 0;  
 }  
}  
  
int main()  
{  
 int \*res = (int \*)malloc(sizeof(int));  
 int x = 2147483640;  
 int y = 10;  
  
 printf("%d", addOvf(res, x, y));  
 printf("\n %d", \*res);  
 getchar();  
 return 0;  
}

Time Complexity : O(1)  
 Space Complexity: O(1)

Please write comments if you find any bug in above codes/algorithms, or find other ways to solve the same problem

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/check-for-integer-overflow/>

# Count number of bits to be flipped to convert A to B

Suggested by Dheeraj  
   
 **Question:** You are given two numbers A and B. Write a program to count number of bits needed to be flipped to convert A to B.

**Solution:**

1. Calculate XOR of A and B.   
 a\_xor\_b = A ^ B  
 2. Count the set bits in the above calculated XOR result.  
 countSetBits(a\_xor\_b)

XOR of two number will have set bits only at those places where A differs from B.

**Example:**

A = 1001001  
 B = 0010101  
 a\_xor\_b = 1011100  
 No of bits need to flipped = set bit count in a\_xor\_b i.e. 4

To get the set bit count please see another post on this portal <http://geeksforgeeks.org/?p=1176>

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/count-number-of-bits-to-be-flipped-to-convert-a-to-b/>

# Detect if two integers have opposite signs

Given two signed integers, write a function that returns true if the signs of given integers are different, otherwise false. For example, the function should return true -1 and +100, and should return false for -100 and -200. The function should not use any of the arithmetic operators.

Let the given integers be x and y. The sign bit is 1 in negative numbers, and 0 in positive numbers. The XOR of x and y will have the sign bit as 1 iff they have opposite sign. In other words, XOR of x and y will be negative number number iff x and y have opposite signs. The following code use this logic.

#include<stdbool.h>  
#include<stdio.h>  
  
bool oppositeSigns(int x, int y)  
{  
 return ((x ^ y) < 0);  
}  
  
int main()  
{  
 int x = 100, y = -100;  
 if (oppositeSigns(x, y) == true)  
 printf ("Signs are opposite");  
 else  
 printf ("Signs are not opposite");  
 return 0;  
}

Output:

Signs are opposite

Source: [Detect if two integers have opposite signs](http://graphics.stanford.edu/~seander/bithacks.html#DetectOppositeSigns)

We can also solve this by using two comparison operators. See the following code.

bool oppositeSigns(int x, int y)  
{  
 return (x < 0)? (y >= 0): (y < 0);  
}

The first method is more efficient. The first method uses a bitwise XOR and a comparison operator. The second method uses two comparison operators and a bitwise XOR operation is more efficient compared to a comparison operation.

We can also use following method. It doesn’t use any comparison operator. The method is suggested by Hongliang and improved by gaurav.

bool oppositeSigns(int x, int y)  
{  
 return ((x ^ y) >> 31);  
}

The function is written only for compilers where size of an integer is 32 bit. The expression basically checks sign of (x^y) using bitwise operator ‘>>’. As mentioned above, the sign bit for negative numbers is always 1. The sign bit is the leftmost bit in binary representation. So we need to checks whether the 32th bit (or leftmost bit) of x^y is 1 or not. We do it by right shifting the value of x^y by 31, so that the sign bit becomes the least significant bit. If sign bit is 1, then the value of (x^y)>>31 will be 1, otherwise 0.

Please write comments if you find any of the above codes/algorithms incorrect, or find other ways to solve the same problem.

### Source

<http://www.geeksforgeeks.org/detect-if-two-integers-have-opposite-signs/>

# Find position of the only set bit

Given a number having only one ‘1’ and all other ’0’s in its binary representation, find position of the only set bit. Source: [Microsoft Interview | 18](http://www.geeksforgeeks.org/microsoft-interview-178/)

The idea is to start from rightmost bit and one by one check value of every bit. Following is detailed algorithm.

**1)** If number is power of two then and then only its binary representation contains only one ‘1’. That’s why check whether given number is power of 2 or not. If given number is not power of 2, then print error message and exit.

**2)** Initialize two variables; i = 1 (for looping) and pos = 1 (to find position of set bit)

**3)** Inside loop, do bitwise AND of i and number ‘N’. If value of this operation is true, then “pos” bit is set, so break the loop and return position. Otherwise, increment “pos” by 1 and left shift i by 1 and repeat the procedure.

// C program to find position of only set bit in a given number  
#include <stdio.h>  
  
// A utility function to check whether n is power of 2 or not. See http://goo.gl/17Arj  
int isPowerOfTwo(unsigned n)  
{ return n && (! (n & (n-1)) ); }  
  
// Returns position of the only set bit in 'n'  
int findPosition(unsigned n)  
{  
 if (!isPowerOfTwo(n))  
 return -1;  
  
 unsigned i = 1, pos = 1;  
  
 // Iterate through bits of n till we find a set bit  
 // i&n will be non-zero only when 'i' and 'n' have a set bit  
 // at same position  
 while (!(i & n))  
 {  
 // Unset current bit and set the next bit in 'i'  
 i = i << 1;  
  
 // increment position  
 ++pos;  
 }  
  
 return pos;  
}  
  
// Driver program to test above function  
int main(void)  
{  
 int n = 16;  
 int pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 12;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 128;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 return 0;  
}

Output:

n = 16, Position 5  
n = 12, Invalid number  
n = 128, Position 8

Following is **another method** for this problem. The idea is to one by one right shift the set bit of given number ‘n’ until ‘n’ becomes 0. Count how many times we shifted to make ‘n’ zero. The final count is position of the set bit.

// C program to find position of only set bit in a given number  
#include <stdio.h>  
  
// A utility function to check whether n is power of 2 or not  
int isPowerOfTwo(unsigned n)  
{ return n && (! (n & (n-1)) ); }  
  
// Returns position of the only set bit in 'n'  
int findPosition(unsigned n)  
{  
 if (!isPowerOfTwo(n))  
 return -1;  
  
 unsigned count = 0;  
  
 // One by one move the only set bit to right till it reaches end  
 while (n)  
 {  
 n = n >> 1;  
  
 // increment count of shifts  
 ++count;  
 }  
  
 return count;  
}  
  
// Driver program to test above function  
int main(void)  
{  
 int n = 0;  
 int pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 12;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 128;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 return 0;  
}

Output:

n = 0, Invalid number  
n = 12, Invalid number  
n = 128, Position 8

**We can also use log base 2 to find the position**. Thanks to [Arunkumar](https://www.facebook.com/arunkumar.somalinga)for suggesting this solution.

#include <stdio.h>  
  
unsigned int Log2n(unsigned int n)  
{  
 return (n > 1)? 1 + Log2n(n/2): 0;  
}  
  
int isPowerOfTwo(unsigned n)  
{  
 return n && (! (n & (n-1)) );  
}  
  
int findPosition(unsigned n)  
{  
 if (!isPowerOfTwo(n))  
 return -1;  
 return Log2n(n) + 1;  
}  
  
// Driver program to test above function  
int main(void)  
{  
 int n = 0;  
 int pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 12;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 n = 128;  
 pos = findPosition(n);  
 (pos == -1)? printf("n = %d, Invalid number\n", n):  
 printf("n = %d, Position %d \n", n, pos);  
  
 return 0;  
}

Output:

n = 0, Invalid number  
n = 12, Invalid number  
n = 128, Position 8

This article is compiled by **Narendra Kangralkar**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/find-position-of-the-only-set-bit/>

# Find the element that appears once

Given an array where every element occurs three times, except one element which occurs only once. Find the element that occurs once. Expected time complexity is O(n) and O(1) extra space.  
 Examples:

Input: arr[] = {12, 1, 12, 3, 12, 1, 1, 2, 3, 3}  
Output: 2

We can use sorting to do it in O(nLogn) time. We can also use hashing, but the worst case time complexity of hashing may be more than O(n) and hashing requires extra space.

The idea is to use bitwise operators for a solution that is O(n) time and uses O(1) extra space. The solution is not easy like other XOR based solutions, because all elements appear odd number of times here. The idea is taken from [here](http://www.careercup.com/question?id=7902674).

Run a loop for all elements in array. At the end of every iteration, maintain following two values.

*ones:* The bits that have appeared 1st time or 4th time or 7th time .. etc.

*twos:* The bits that have appeared 2nd time or 5th time or 8th time .. etc.

Finally, we return the value of ‘ones’

*How to maintain the values of ‘ones’ and ‘twos’?*  
 ‘ones’ and ‘twos’ are initialized as 0. For every new element in array, find out the common set bits in the new element and previous value of ‘ones’. These common set bits are actually the bits that should be added to ‘twos’. So do bitwise OR of the common set bits with ‘twos’. ‘twos’ also gets some extra bits that appear third time. These extra bits are removed later.  
 Update ‘ones’ by doing XOR of new element with previous value of ‘ones’. There may be some bits which appear 3rd time. These extra bits are also removed later.

Both ‘ones’ and ‘twos’ contain those extra bits which appear 3rd time. Remove these extra bits by finding out common set bits in ‘ones’ and ‘twos’.

#include <stdio.h>  
  
int getSingle(int arr[], int n)  
{  
 int ones = 0, twos = 0 ;  
  
 int common\_bit\_mask;  
  
 // Let us take the example of {3, 3, 2, 3} to understand this  
 for( int i=0; i< n; i++ )  
 {  
 /\* The expression "one & arr[i]" gives the bits that are  
 there in both 'ones' and new element from arr[]. We  
 add these bits to 'twos' using bitwise OR  
  
 Value of 'twos' will be set as 0, 3, 3 and 1 after 1st,  
 2nd, 3rd and 4th iterations respectively \*/  
 twos = twos | (ones & arr[i]);  
  
  
 /\* XOR the new bits with previous 'ones' to get all bits  
 appearing odd number of times  
  
 Value of 'ones' will be set as 3, 0, 2 and 3 after 1st,  
 2nd, 3rd and 4th iterations respectively \*/  
 ones = ones ^ arr[i];  
  
  
 /\* The common bits are those bits which appear third time  
 So these bits should not be there in both 'ones' and 'twos'.  
 common\_bit\_mask contains all these bits as 0, so that the bits can   
 be removed from 'ones' and 'twos'   
  
 Value of 'common\_bit\_mask' will be set as 00, 00, 01 and 10  
 after 1st, 2nd, 3rd and 4th iterations respectively \*/  
 common\_bit\_mask = ~(ones & twos);  
  
  
 /\* Remove common bits (the bits that appear third time) from 'ones'  
   
 Value of 'ones' will be set as 3, 0, 0 and 2 after 1st,  
 2nd, 3rd and 4th iterations respectively \*/  
 ones &= common\_bit\_mask;  
  
  
 /\* Remove common bits (the bits that appear third time) from 'twos'  
  
 Value of 'twos' will be set as 0, 3, 1 and 0 after 1st,  
 2nd, 3rd and 4th itearations respectively \*/  
 twos &= common\_bit\_mask;  
  
 // uncomment this code to see intermediate values  
 //printf (" %d %d \n", ones, twos);  
 }  
  
 return ones;  
}  
  
int main()  
{  
 int arr[] = {3, 3, 2, 3};  
 int n = sizeof(arr) / sizeof(arr[0]);  
 printf("The element with single occurrence is %d ",  
 getSingle(arr, n));  
 return 0;  
}

Output:

2

Time Complexity: O(n)  
 Auxiliary Space: O(1)

Following is another O(n) time complexity and O(1) extra space method suggested by *aj*. We can sum the bits in same positions for all the numbers and take modulo with 3. The bits for which sum is not multiple of 3, are the bits of number with single occurrence.  
 Let us consider the example array {5, 5, 5, 8}. The 101, 101, 101, 1000  
 Sum of first bits%3 = (1 + 1 + 1 + 0)%3 = 0;  
 Sum of second bits%3 = (0 + 0 + 0 + 0)%0 = 0;  
 Sum of third bits%3 = (1 + 1 + 1 + 0)%3 = 0;  
 Sum of fourth bits%3 = (1)%3 = 1;  
 Hence number which appears once is 1000

#include <stdio.h>  
#define INT\_SIZE 32  
  
int getSingle(int arr[], int n)  
{  
 // Initialize result  
 int result = 0;  
  
 int x, sum;  
  
 // Iterate through every bit  
 for (int i = 0; i < INT\_SIZE; i++)  
 {  
 // Find sum of set bits at ith position in all  
 // array elements  
 sum = 0;  
 x = (1 << i);  
 for (int j=0; j< n; j++ )  
 {  
 if (arr[j] & x)  
 sum++;  
 }  
  
 // The bits with sum not multiple of 3, are the  
 // bits of element with single occurrence.  
 if (sum % 3)  
 result |= x;  
 }  
  
 return result;  
}  
  
// Driver program to test above function  
int main()  
{  
 int arr[] = {12, 1, 12, 3, 12, 1, 1, 2, 3, 2, 2, 3, 7};  
 int n = sizeof(arr) / sizeof(arr[0]);  
 printf("The element with single occurrence is %d ",  
 getSingle(arr, n));  
 return 0;  
}

7

This article is compiled by **Sumit Jain** and reviewed by GeeksforGeeks team. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/find-the-element-that-appears-once/>

# Find the Number Occurring Odd Number of Times

Given an array of positive integers. All numbers occur even number of times except one number which occurs odd number of times. Find the number in O(n) time & constant space.

**Example:**  
 I/P = [1, 2, 3, 2, 3, 1, 3]  
 O/P = 3

**Algorithm:**  
 Do bitwise XOR of all the elements. Finally we get the number which has odd occurrences.

**Program:**

#include <stdio.h>  
  
int getOddOccurrence(int ar[], int ar\_size)  
{  
 int i;  
 int res = 0;   
 for (i=0; i < ar\_size; i++)   
 res = res ^ ar[i];  
   
 return res;  
}  
  
/\* Diver function to test above function \*/  
int main()  
{  
 int ar[] = {2, 3, 5, 4, 5, 2, 4, 3, 5, 2, 4, 4, 2};  
 int n = sizeof(ar)/sizeof(ar[0]);  
 printf("%d", getOddOccurrence(ar, n));  
 return 0;  
}

**Time Complexity:** O(n)

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/find-the-number-occurring-odd-number-of-times/>

# Find the two non-repeating elements in an array of repeating elements

Asked by SG  
 Given an array in which all numbers except two are repeated once. (i.e. we have 2n+2 numbers and n numbers are occurring twice and remaining two have occurred once). Find those two numbers in the most efficient way.

**Method 1(Use Sorting)**  
 First sort all the elements. In the sorted array, by comparing adjacent elements we can easily get the non-repeating elements. Time complexity of this method is O(nLogn)

**Method 2(Use XOR)**  
 Let x and y be the non-repeating elements we are looking for and arr[] be the input array. First calculate the XOR of all the array elements.

xor = arr[0]^arr[1]^arr[2].....arr[n-1]

All the bits that are set in xor will be set in one non-repeating element (x or y) and not in other. So if we take any set bit of xor and divide the elements of the array in two sets – one set of elements with same bit set and other set with same bit not set. By doing so, we will get x in one set and y in another set. Now if we do XOR of all the elements in first set, we will get first non-repeating element, and by doing same in other set we will get the second non-repeating element.

Let us see an example.  
 arr[] = {2, 4, 7, 9, 2, 4}  
1) Get the XOR of all the elements.  
 xor = 2^4^7^9^2^4 = 14 (1110)  
2) Get a number which has only one set bit of the xor.   
 Since we can easily get the rightmost set bit, let us use it.  
 set\_bit\_no = xor & ~(xor-1) = (1110) & ~(1101) = 0010  
 Now set\_bit\_no will have only set as rightmost set bit of xor.  
3) Now divide the elements in two sets and do xor of   
 elements in each set, and we get the non-repeating   
 elements 7 and 9. Please see implementation for this   
 step.

**Implementation:**

#include <stdio.h>  
#include <stdlib.h>  
  
/\* This finction sets the values of \*x and \*y to nonr-epeating  
 elements in an array arr[] of size n\*/  
void get2NonRepeatingNos(int arr[], int n, int \*x, int \*y)  
{  
 int xor = arr[0]; /\* Will hold xor of all elements \*/  
 int set\_bit\_no; /\* Will have only single set bit of xor \*/  
 int i;  
 \*x = 0;  
 \*y = 0;  
  
 /\* Get the xor of all elements \*/  
 for(i = 1; i < n; i++)  
 xor ^= arr[i];  
  
 /\* Get the rightmost set bit in set\_bit\_no \*/  
 set\_bit\_no = xor & ~(xor-1);  
  
 /\* Now divide elements in two sets by comparing rightmost set  
 bit of xor with bit at same position in each element. \*/  
 for(i = 0; i < n; i++)  
 {  
 if(arr[i] & set\_bit\_no)  
 \*x = \*x ^ arr[i]; /\*XOR of first set \*/  
 else  
 \*y = \*y ^ arr[i]; /\*XOR of second set\*/  
 }  
}  
  
/\* Driver program to test above function \*/  
int main()  
{  
 int arr[] = {2, 3, 7, 9, 11, 2, 3, 11};  
 int \*x = (int \*)malloc(sizeof(int));  
 int \*y = (int \*)malloc(sizeof(int));  
 get2NonRepeatingNos(arr, 8, x, y);  
 printf("The non-repeating elements are %d and %d", \*x, \*y);  
 getchar();  
}

**Time Complexity:** O(n)  
 **Auxiliary Space:** O(1)

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/find-two-non-repeating-elements-in-an-array-of-repeating-elements/>

# Next higher number with same number of set bits

Given a number x, find next number with same number of 1 bits in it’s binary representation.

For example, consider x = 12, whose binary representation is 1100 (excluding leading zeros on 32 bit machine). It contains two logic 1 bits. The next higher number with two logic 1 bits is 17 (100012).

**Algorithm:**

When we observe the binary sequence from 0 to 2n – 1 (n is # of bits), right most bits (least significant) vary rapidly than left most bits. The idea is to find right most string of 1’s in x, and shift the pattern to right extreme, except the left most bit in the pattern. Shift the left most bit in the pattern (omitted bit) to left part of x by one position. An example makes it more clear,

x = 156

10

x = 10011100

(2)

10011100  
00011100 - right most string of 1's in x  
00000011 - right shifted pattern except left most bit ------> [A]  
00010000 - isolated left most bit of right most 1's pattern  
00100000 - shiftleft-ed the isolated bit by one position ------> [B]  
10000000 - left part of x, excluding right most 1's pattern ------> [C]  
10100000 - add B and C (OR operation) ------> [D]  
10100011 - add A and D which is required number 163

(10)

After practicing with few examples, it easy to understand. Use the below given program for generating more sets.

**Program Design:**

We need to note few facts of binary numbers. The expression x & -x will isolate right most set bit in x (ensuring x will use 2’s complement form for negative numbers). If we add the result to x, right most string of 1’s in x will be reset, and the immediate ‘0’ left to this pattern of 1’s will be set, which is part [B] of above explanation. For example if x = 156, x & -x will result in 00000100, adding this result to x yields 10100000 (see part D). We left with the right shifting part of pattern of 1’s (part A of above explanation).

There are different ways to achieve part A. Right shifting is essentially a division operation. What should be our divisor? Clearly, it should be multiple of 2 (avoids 0.5 error in right shifting), and it should shift the right most 1’s pattern to right extreme. The expression (x & -x) will serve the purpose of divisor. An EX-OR operation between the number X and expression which is used to reset right most bits, will isolate the rightmost 1’s pattern.

**A Correction Factor:**

Note that we are adding right most set bit to the bit pattern. The addition operation causes a shift in the bit positions. The weight of binary system is 2, one shift causes an increase by a factor of 2. Since the increased number (*rightOnesPattern* in the code) being used twice, the error propagates twice. The error needs to be corrected. A right shift by 2 positions will correct the result.

The popular name for this program is **s**ame **n**umber **o**f **o**ne **b**its.

#include<iostream>  
  
using namespace std;  
  
typedef unsigned int uint\_t;  
  
// this function returns next higher number with same number of set bits as x.  
uint\_t snoob(uint\_t x)  
{  
  
 uint\_t rightOne;  
 uint\_t nextHigherOneBit;  
 uint\_t rightOnesPattern;  
  
 uint\_t next = 0;  
  
 if(x)  
 {  
  
 // right most set bit  
 rightOne = x & -(signed)x;  
  
 // reset the pattern and set next higher bit  
 // left part of x will be here  
 nextHigherOneBit = x + rightOne;  
  
 // nextHigherOneBit is now part [D] of the above explanation.  
  
 // isolate the pattern  
 rightOnesPattern = x ^ nextHigherOneBit;  
  
 // right adjust pattern  
 rightOnesPattern = (rightOnesPattern)/rightOne;  
  
 // correction factor  
 rightOnesPattern >>= 2;  
  
 // rightOnesPattern is now part [A] of the above explanation.  
  
 // integrate new pattern (Add [D] and [A])  
 next = nextHigherOneBit | rightOnesPattern;  
 }  
  
 return next;  
}  
  
int main()  
{  
 int x = 156;  
 cout<<"Next higher number with same number of set bits is "<<snoob(x);  
  
 getchar();  
 return 0;  
}

**Usage:** Finding/Generating subsets.

**Variations:**

1. Write a program to find a number immediately smaller than given, with same number of logic 1 bits? (Pretty simple)
2. How to count or generate the subsets available in the given set?

**References:**

1. A nice presentation [here](http://www.slideshare.net/gkumar007/bits-next-higher-presentation).
2. [Hackers Delight](http://www.flipkart.com/hackers-delight-warren-henry-jr-book-8131724417) by Warren (An excellent and short book on various bit magic algorithms, a must for enthusiasts)
3. C A Reference Manual by Harbison and Steele (A good book on standard C, you can access code part of this post [here](http://www.careferencemanual.com/examples.htm)).

– [**Venki**](http://www.linkedin.com/in/ramanawithu). Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/next-higher-number-with-same-number-of-set-bits/>

# Position of rightmost set bit

Write a one line C function to return position of first 1 from right to left, in binary representation of an Integer.

I/P 18, Binary Representation 010010  
O/P 2  
I/P 19, Binary Representation 010011  
O/P 1

Let I/P be 12 (1100)

Algorithm: (Example 18(010010))  
  
1. Take two's complement of the given no as all bits are reverted  
except the first '1' from right to left (10111)  
  
2 Do an bit-wise & with original no, this will return no with the  
required one only (00010)  
  
3 Take the log2 of the no, you will get position -1 (1)  
  
4 Add 1 (2)

**Program:**

#include<stdio.h>  
#include<math.h>  
  
unsigned int getFirstSetBitPos(int n)  
{  
 return log2(n&-n)+1;  
}  
  
int main()  
{  
 int n = 12;  
 printf("%u", getFirstSetBitPos(n));  
 getchar();  
 return 0;  
}

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/position-of-rightmost-set-bit/>

# Program to count number of set bits in an (big) array

Given an integer array of length N (an arbitrarily large number). How to count number of set bits in the array?

The simple approach would be, create an efficient method to count set bits in a word (most prominent size, usually equal to bit length of processor), and add bits from individual elements of array.

Various methods of counting set bits of an integer exists, see [this](http://www.geeksforgeeks.org/archives/1176) for example. These methods run at best O(logN) where N is number of bits. Note that on a processor N is fixed, count can be done in O(1) time on 32 bit machine irrespective of total set bits. Overall, the bits in array can be computed in O(n) time, where ‘n’ is array size.

However, a table look up will be more efficient method when array size is large. Storing table look up that can handle 232 integers will be impractical.

The following code illustrates simple program to count set bits in a randomly generated 64 K integer array. The idea is to generate a look up for first 256 numbers (one byte), and break every element of array at byte boundary. A meta program using C/C++ preprocessor generates the look up table for counting set bits in a byte.

The mathematical derivation behind meta program is evident from the following table (Add the column and row indices to get the number, then look into the table to get set bits in that number. For example, to get set bits in 10, it can be extracted from row named as 8 and column named as 2),

   0, 1, 2, 3  
 0 - 0, 1, 1, 2 -------- GROUP\_A(0)  
 4 - 1, 2, 2, 3 -------- GROUP\_A(1)  
 8 - 1, 2, 2, 3 -------- GROUP\_A(1)  
12 - 2, 3, 3, 4 -------- GROUP\_A(2)  
16 - 1, 2, 2, 3 -------- GROUP\_A(1)  
20 - 2, 3, 3, 4 -------- GROUP\_A(2)  
24 - 2, 3, 3, 4 -------- GROUP\_A(2)  
28 - 3, 4, 4, 5 -------- GROUP\_A(3) ... so on

From the table, there is a patten emerging in multiples of 4, both in the table as well as in the group parameter. The sequence can be generalized as shown in the code.

**Complexity:**

All the operations takes O(1) except iterating over the array. The time complexity is O(n) where ‘n’ is size of array. Space complexity depends on the meta program that generates look up.

**Code:**

#include <stdio.h>  
#include <stdlib.h>  
#include <time.h>  
  
/\* Size of array 64 K \*/  
#define SIZE (1 << 16)  
  
/\* Meta program that generates set bit count  
 array of first 256 integers \*/  
  
/\* GROUP\_A - When combined with META\_LOOK\_UP  
 generates count for 4x4 elements \*/  
  
#define GROUP\_A(x) x, x + 1, x + 1, x + 2  
  
/\* GROUP\_B - When combined with META\_LOOK\_UP  
 generates count for 4x4x4 elements \*/  
  
#define GROUP\_B(x) GROUP\_A(x), GROUP\_A(x+1), GROUP\_A(x+1), GROUP\_A(x+2)  
  
/\* GROUP\_C - When combined with META\_LOOK\_UP  
 generates count for 4x4x4x4 elements \*/  
  
#define GROUP\_C(x) GROUP\_B(x), GROUP\_B(x+1), GROUP\_B(x+1), GROUP\_B(x+2)  
  
/\* Provide appropriate letter to generate the table \*/  
  
#define META\_LOOK\_UP(PARAMETER) \  
 GROUP\_##PARAMETER(0), \  
 GROUP\_##PARAMETER(1), \  
 GROUP\_##PARAMETER(1), \  
 GROUP\_##PARAMETER(2) \  
  
int countSetBits(int array[], size\_t array\_size)  
{  
 int count = 0;  
  
 /\* META\_LOOK\_UP(C) - generates a table of 256 integers whose  
 sequence will be number of bits in i-th position  
 where 0 <= i < 256  
 \*/  
  
 /\* A static table will be much faster to access \*/  
 static unsigned char const look\_up[] = { META\_LOOK\_UP(C) };  
  
 /\* No shifting funda (for better readability) \*/  
 unsigned char \*pData = NULL;  
  
 for(size\_t index = 0; index < array\_size; index++)  
 {  
 /\* It is fine, bypass the type system \*/  
 pData = (unsigned char \*)&array[index];  
  
 /\* Count set bits in individual bytes \*/  
 count += look\_up[pData[0]];  
 count += look\_up[pData[1]];  
 count += look\_up[pData[2]];  
 count += look\_up[pData[3]];  
 }  
  
 return count;  
}  
  
/\* Driver program, generates table of random 64 K numbers \*/  
int main()  
{  
 int index;  
 int random[SIZE];  
  
 /\* Seed to the random-number generator \*/  
 srand((unsigned)time(0));  
  
 /\* Generate random numbers. \*/  
 for( index = 0; index < SIZE; index++ )  
 {  
 random[index] = rand();  
 }  
  
 printf("Total number of bits = %d\n", countSetBits(random, SIZE));  
 return 0;  
}

Contributed by **Venki**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

Tags: [Divide and Conquer](http://www.geeksforgeeks.org/tag/divide-and-conquer/)

### Source

<http://www.geeksforgeeks.org/program-to-count-number-of-set-bits-in-an-big-array/>

# Rotate bits of a number

Bit Rotation: A rotation (or circular shift) is an operation similar to shift except that the bits that fall off at one end are put back to the other end.

In left rotation, the bits that fall off at left end are put back at right end.

In right rotation, the bits that fall off at right end are put back at left end.

Example:  
 Let n is stored using 8 bits. Left rotation of n = 11100101 by 3 makes n = 00101111 (Left shifted by 3 and first 3 bits are put back in last ). If n is stored using 16 bits or 32 bits then left rotation of n (000…11100101) becomes 00..00**11100101**000.  
 Right rotation of n = 11100101 by 3 makes n = 10111100 (Right shifted by 3 and last 3 bits are put back in first ) if n is stored using 8 bits. If n is stored using 16 bits or 32 bits then right rotation of n (000…11100101) by 3 becomes **101**000..00**11100**.

#include<stdio.h>  
#define INT\_BITS 32  
  
/\*Function to left rotate n by d bits\*/  
int leftRotate(int n, unsigned int d)  
{  
 /\* In n<<d, last d bits are 0. To put first 3 bits of n at   
 last, do bitwise or of n<<d with n >>(INT\_BITS - d) \*/  
 return (n << d)|(n >> (INT\_BITS - d));  
}  
  
/\*Function to right rotate n by d bits\*/  
int rightRotate(int n, unsigned int d)  
{  
 /\* In n>>d, first d bits are 0. To put last 3 bits of at   
 first, do bitwise or of n>>d with n <<(INT\_BITS - d) \*/  
 return (n >> d)|(n << (INT\_BITS - d));  
}  
  
/\* Driver program to test above functions \*/  
int main()  
{  
 int n = 16;  
 int d = 2;  
 printf("Left Rotation of %d by %d is ", n, d);  
 printf("%d", leftRotate(n, d));  
 printf("\nRight Rotation of %d by %d is ", n, d);  
 printf("%d", rightRotate(n, d));  
 getchar();  
}

Please write comments if you find any bug in the above program or other ways to solve the same problem.

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/rotate-bits-of-an-integer/>

# Smallest of three integers without comparison operators

Write a C program to find the smallest of three integers, without using any of the comparison operators.

Let 3 input numbers be x, y and z.

**Method 1 (Repeated Subtraction)**  
 Take a counter variable c and initialize it with 0. In a loop, repeatedly subtract x, y and z by 1 and increment c. The number which becomes 0 first is the smallest. After the loop terminates, c will hold the minimum of 3.

#include<stdio.h>  
  
int smallest(int x, int y, int z)  
{  
 int c = 0;  
 while ( x && y && z )  
 {  
 x--; y--; z--; c++;  
 }  
 return c;  
}  
  
int main()  
{  
 int x = 12, y = 15, z = 5;  
 printf("Minimum of 3 numbers is %d", smallest(x, y, z));  
 return 0;  
}

This methid doesn’t work for negative numbers. Method 2 works for negative nnumbers also.

**Method 2 (Use Bit Operations)**  
 Use method 2 of [this post to find minimum of two numbers](http://www.geeksforgeeks.org/archives/2643) (We can’t use Method 1 as Method 1 uses comparison operator). Once we have functionality to find minimum of 2 numbers, we can use this to find minimum of 3 numbers.

// See mthod 2 of http://www.geeksforgeeks.org/archives/2643  
#include<stdio.h>  
#define CHAR\_BIT 8  
  
/\*Function to find minimum of x and y\*/  
int min(int x, int y)  
{  
 return y + ((x - y) & ((x - y) >>  
 (sizeof(int) \* CHAR\_BIT - 1)));  
}  
  
/\* Function to find minimum of 3 numbers x, y and z\*/  
int smallest(int x, int y, int z)  
{  
 return min(x, min(y, z));  
}  
  
int main()  
{  
 int x = 12, y = 15, z = 5;  
 printf("Minimum of 3 numbers is %d", smallest(x, y, z));  
 return 0;  
}

**Method 3 (Use Division operator)**  
 We can also use division operator to find minimum of two numbers. If value of (a/b) is zero, then b is greater than a, else a is greater. Thanks to [gopinath](http://www.geeksforgeeks.org/smallest-of-three-integers-without-comparison-operators/#comment-15324)and [Vignesh](http://in.linkedin.com/in/vignesh4430)for suggesting this method.

#include <stdio.h>  
  
// Using division operator to find minimum of three numbers  
int smallest(int x, int y, int z)  
{  
 if (!(y/x)) // Same as "if (y < x)"  
 return (!(y/z))? y : z;  
 return (!(x/z))? x : z;  
}  
  
int main()  
{  
 int x = 78, y = 88, z = 68;  
 printf("Minimum of 3 numbers is %d", smallest(x, y, z));  
 return 0;  
}

Please write comments if you find the above codes/algorithms incorrect, or find other ways to solve the same problem.

### Source

<http://www.geeksforgeeks.org/smallest-of-three-integers-without-comparison-operators/>

# Swap all odd and even bits

Given an unsigned integer, swap all odd bits with even bits. For example, if the given number is 23 (**0**0**0**1**0**1**1**1), it should be converted to 43 (0**0**1**0**1**0**1**1**). Every even position bit is swapped with adjacent bit on right side (even position bits are highlighted in binary representation of 23), and every odd position bit is swapped with adjacent on left side.

If we take a closer look at the example, we can observe that we basically need to right shift (>>) all even bits (In the above example, even bits of 23 are highlighted) by 1 so that they become odd bits (highlighted in 43), and left shift (

Let the input number be x  
 1) Get all even bits of x by doing bitwise and of x with 0xAAAAAAAA. The number 0xAAAAAAAA is a 32 bit number with all even bits set as 1 and all odd bits as 0.  
 2) Get all odd bits of x by doing bitwise and of x with 0x55555555. The number 0x55555555 is a 32 bit number with all odd bits set as 1 and all even bits as 0.  
 3) Right shift all even bits.  
 4) Left shift all odd bits.  
 5) Combine new even and odd bits and return.

// C program to swap even and odd bits of a given number  
#include <stdio.h>  
  
unsigned int swapBits(unsigned int x)  
{  
 // Get all even bits of x  
 unsigned int even\_bits = x & 0xAAAAAAAA;   
  
 // Get all odd bits of x  
 unsigned int odd\_bits = x & 0x55555555;   
  
 even\_bits >>= 1; // Right shift even bits  
 odd\_bits <<= 1; // Left shift odd bits  
  
 return (even\_bits | odd\_bits); // Combine even and odd bits  
}  
  
// Driver program to test above function  
int main()  
{  
 unsigned int x = 23; // 00010111  
  
 // Output is 43 (00101011)  
 printf("%u ", swapBits(x));  
  
 return 0;  
}

Output:

43

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/swap-all-odd-and-even-bits/>

# Swap bits in a given number

Given a number x and two positions (from right side) in binary representation of x, write a function that swaps n bits at given two positions and returns the result. It is also given that the two sets of bits do not overlap.

**Examples**:

Let p1 and p2 be the two given positions.  
  
Example 1  
Input:  
x = 47 (00101111)  
p1 = 1 (Start from second bit from right side)  
p2 = 5 (Start from 6th bit from right side)  
n = 3 (No of bits to be swapped)  
Output:  
227 (11100011)  
The 3 bits starting from the second bit (from right side) are   
swapped with 3 bits starting from 6th position (from right side)   
  
  
Example 2  
Input:  
x = 28 (11100)  
p1 = 0 (Start from first bit from right side)  
p2 = 3 (Start from 4th bit from right side)  
n = 2 (No of bits to be swapped)  
Output:  
7 (00111)  
The 2 bits starting from 0th postion (from right side) are  
swapped with 2 bits starting from 4th position (from right side)

**Solution**  
 We need to swap two sets of bits. XOR can be used in a similar way as it is used to [swap 2 numbers](http://en.wikipedia.org/wiki/XOR_swap_algorithm). Following is the algorithm.

1) Move all bits of first set to rightmost side  
 set1 = (x >> p1) & ((1U (1U gives a number that   
contains last n bits set and other bits as 0. We do &   
with this expression so that bits other than the last   
n bits become 0.  
2) Move all bits of second set to rightmost side  
 set2 = (x >> p2) & ((1U   
Implementation:  
  
#include<stdio.h>  
  
int swapBits(unsigned int x, unsigned int p1, unsigned int p2, unsigned int n)  
{  
 /\* Move all bits of first set to rightmost side \*/  
 unsigned int set1 = (x >> p1) & ((1U << n) - 1);  
  
 /\* Moce all bits of second set to rightmost side \*/  
 unsigned int set2 = (x >> p2) & ((1U << n) - 1);  
  
 /\* XOR the two sets \*/  
 unsigned int xor = (set1 ^ set2);  
  
 /\* Put the xor bits back to their original positions \*/  
 xor = (xor << p1) | (xor << p2);  
  
 /\* XOR the 'xor' with the original number so that the   
 two sets are swapped \*/  
 unsigned int result = x ^ xor;  
  
 return result;  
}  
  
/\* Drier program to test above function\*/  
int main()  
{  
 int res = swapBits(28, 0, 3, 2);  
 printf("\nResult = %d ", res);  
 return 0;  
}

Output:

Result = 7

Following is a shorter implementation of the same logic

int swapBits(unsigned int x, unsigned int p1, unsigned int p2, unsigned int n)  
{  
 /\* xor contains xor of two sets \*/  
 unsigned int xor = ((x >> p1) ^ (x >> p2)) & ((1U << n) - 1);  
  
 /\* To swap two sets, we need to again XOR the xor with original sets \*/  
 return x ^ ((xor << p1) | (xor << p2));  
}

**References:** [Swapping individual bits with XOR](http://graphics.stanford.edu/~seander/bithacks.html#SwappingBitsXOR)

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/swap-bits-in-a-given-number/>

# Swap two nibbles in a byte

A [nibble](http://en.wikipedia.org/wiki/Nibble)is a four-bit aggregation, or half an octet. There are two nibbles in a byte.  
 Given a byte, swap the two nibbles in it. For example 100 is be represented as 01100100 in a byte (or 8 bits). The two nibbles are (0110) and (0100). If we swap the two nibbles, we get 01000110 which is 70 in decimal.

To swap the nibbles, we can use bitwise &, bitwise ‘>’ operators. A byte can be represented using a unsigned char in C as size of char is 1 byte in a typical C compiler. Following is C program to swap the two nibbles in a byte.

#include <stdio.h>  
  
unsigned char swapNibbles(unsigned char x)  
{  
 return ( (x & 0x0F)<<4 | (x & 0xF0)>>4 );  
}  
  
int main()  
{  
 unsigned char x = 100;  
 printf("%u", swapNibbles(x));  
 return 0;  
}

Output:

70

**Explanation:**  
 100 is 01100100 in binary. The operation can be split mainly in two parts  
 **1)** The expression “**x & 0x0F**” gives us last 4 bits of x. For x = 100, the result is 00000100. Using bitwise ‘

**2)** The expression “**x & 0xF0**” gives us first four bits of x. For x = 100, the result is 01100000. Using bitwise ‘>>’ operator, we shift the digit to the right 4 times and make the first four bits as 0. The result after shift is 00000110.

At the end we use the bitwise OR ‘|’ operation of the two expressions explained above. The OR operator places first nibble to the end and last nibble to first. For x = 100, the value of (01000000) OR (00000110) gives the result 01000110 which is equal to 70 in decimal.

This article is contributed by **Anuj Garg**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

### Source

<http://www.geeksforgeeks.org/swap-two-nibbles-byte/>

# How to swap two numbers without using a temporary variable?

Given two variables, x and y, swap two variables without using a third variable.

**Method 1 (Using Arithmetic Operators)**  
 The idea is to get sum in one of the two given numbers. The numbers can then be swapped using the sum and subtraction from sum.

#include <stdio.h>  
int main()  
{  
 int x = 10, y = 5;  
  
 // Code to swap 'x' and 'y'  
 x = x + y; // x now becomes 15  
 y = x - y; // y becomes 10  
 x = x - y; // x becomes 5  
  
 printf("After Swapping: x = %d, y = %d", x, y);  
  
 return 0;  
}

Output:

After Swapping: x = 5, y = 10

Multiplication and division can also be used for swapping.

#include <stdio.h>  
int main()  
{  
 int x = 10, y = 5;  
  
 // Code to swap 'x' and 'y'  
 x = x \* y; // x now becomes 50  
 y = x / y; // y becomes 10  
 x = x / y; // x becomes 5  
  
 printf("After Swapping: x = %d, y = %d", x, y);  
  
 return 0;  
}

Output:

After Swapping: x = 5, y = 10

**Method 2 (Using Bitwise XOR)**  
 The bitwise XOR operator can be used to swap two variables. The XOR of two numbers x and y returns a number which has all the bits as 1 wherever bits of x and y differ. For example XOR of 10 (In Binary 1010) and 5 (In Binary 0101) is 1111 and XOR of 7 (0111) and 5 (0101) is (0010).

#include <stdio.h>  
int main()  
{  
 int x = 10, y = 5;  
  
 // Code to swap 'x' (1010) and 'y' (0101)  
 x = x ^ y; // x now becomes 15 (1111)  
 y = x ^ y; // y becomes 10 (1010)  
 x = x ^ y; // x becomes 5 (0101)  
  
 printf("After Swapping: x = %d, y = %d", x, y);  
  
 return 0;  
}

Output:

After Swapping: x = 5, y = 10

**Problems with above methods**  
 **1)** The multiplication and division based approach doesn’ work if one of the numbers is 0 as the product becomes 0 irrespective of the other number.

**2)** Both Arithmetic solutions may cause arithmetic overflow. If x and y are too large, addition and multiplication may go out of integer range.

**3)** When we use pointers to variable and make a function swap, all of the above methods fail when both pointers point to the same variable. Let’s take a look what will happen in this case if both are pointing to the same variable.

// Bitwise XOR based method  
 x = x ^ x; // x becomes 0  
 x = x ^ x; // x remains 0  
 x = x ^ x; // x remains 0

// Arithmetic based method  
 x = x + x; // x becomes 2x  
 x = x – x; // x becomes 0  
 x = x – x; // x remains 0

Let us see the following program.

#include <stdio.h>  
void swap(int \*xp, int \*yp)  
{  
 \*xp = \*xp ^ \*yp;  
 \*yp = \*xp ^ \*yp;  
 \*xp = \*xp ^ \*yp;  
}  
  
int main()  
{  
 int x = 10;  
 swap(&x, &x);  
 printf("After swap(&x, &x): x = %d", x);  
 return 0;  
}

Output:

After swap(&x, &x): x = 0

Swapping a variable with itself may needed in many standard algorithms. For example see [this](http://geeksquiz.com/quick-sort/)implementation of [QuickSort](http://geeksquiz.com/quick-sort/)where we may swap a variable with itself. The above problem can be avoided by putting a condition before the swapping.

#include <stdio.h>  
void swap(int \*xp, int \*yp)  
{  
 if (xp == yp) // Check if the two addresses are same  
 return;  
 \*xp = \*xp + \*yp;  
 \*yp = \*xp - \*yp;  
 \*xp = \*xp - \*yp;  
}  
int main()  
{  
 int x = 10;  
 swap(&x, &x);  
 printf("After swap(&x, &x): x = %d", x);  
 return 0;  
}

Output:

After swap(&x, &x): x = 10

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

### Source

<http://www.geeksforgeeks.org/swap-two-numbers-without-using-temporary-variable/>

# Turn off the rightmost set bit

Write a C function that unsets the rightmost set bit of an integer.

Examples:

Input: 12 (00...01100)  
Output: 8 (00...01000)  
  
Input: 7 (00...00111)  
Output: 6 (00...00110)

Let the input number be n. n-1 would have all the bits flipped after the rightmost set bit (including the set bit). So, doing n&(n-1) would give us the required result.

#include<stdio.h>  
  
/\* unsets the rightmost set bit of n and returns the result \*/  
int fun(unsigned int n)  
{  
 return n&(n-1);  
}   
  
/\* Driver program to test above function \*/  
int main()  
{  
 int n = 7;  
 printf("The number after unsetting the rightmost set bit %d", fun(n));  
  
 getchar();  
 return 0;  
}

Please write comments if you find the above code/algorithm incorrect, or find better ways to solve the same problem

### Source

<http://www.geeksforgeeks.org/turn-off-the-rightmost-set-bit/>

# Write a C program to find the parity of an unsigned integer

**Parity:** Parity of a number refers to whether it contains an odd or even number of 1-bits. The number has “odd parity”, if it contains odd number of 1-bits and is “even parity” if it contains even number of 1-bits.  
 Main idea of the below solution is – Loop while n is not 0 and in loop unset one of the set bits and invert parity.

Algorithm: getParity(n)  
1. Initialize parity = 0  
2. Loop while n != 0   
 a. Invert parity   
 parity = !parity  
 b. Unset rightmost set bit  
 n = n & (n-1)  
3. return parity  
  
Example:  
 Initialize: n = 13 (1101) parity = 0  
  
n = 13 & 12 = 12 (1100) parity = 1  
n = 12 & 11 = 8 (1000) parity = 0  
n = 8 & 7 = 0 (0000) parity = 1

**Program:**

# include <stdio.h>  
# define bool int  
  
/\* Function to get parity of number n. It returns 1  
 if n has odd parity, and returns 0 if n has even  
 parity \*/  
bool getParity(unsigned int n)  
{  
 bool parity = 0;  
 while (n)  
 {  
 parity = !parity;  
 n = n & (n - 1);  
 }   
 return parity;  
}  
  
/\* Driver program to test getParity() \*/  
int main()  
{  
 unsigned int n = 7;  
 printf("Parity of no %d = %s", n,   
 (getParity(n)? "odd": "even"));  
   
 getchar();  
 return 0;  
}

Above solution can be optimized by using lookup table. Please refer to Bit Twiddle Hacks[1st reference] for details.

**Time Complexity:** The time taken by above algorithm is proportional to the number of bits set. Worst case complexity is O(Logn).

**Uses:** Parity is used in error detection and cryptography.  
   
 **References:**  
 <http://graphics.stanford.edu/~seander/bithacks.html#ParityNaive> – last checked on 30 May 2009.

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/write-a-c-program-to-find-the-parity-of-an-unsigned-integer/>

# Write an Efficient C Program to Reverse Bits of a Number

**Method1 – Simple**  
 Loop through all the bits of an integer. If a bit at ith position is set in the i/p no. then set the bit at (NO\_OF\_BITS – 1) – i in o/p. Where NO\_OF\_BITS is number of bits present in the given number.

/\* Function to reverse bits of num \*/  
unsigned int reverseBits(unsigned int num)  
{  
 unsigned int NO\_OF\_BITS = sizeof(num) \* 8;  
 unsigned int reverse\_num = 0, i, temp;  
  
 for (i = 0; i < NO\_OF\_BITS; i++)  
 {  
 temp = (num & (1 << i));  
 if(temp)  
 reverse\_num |= (1 << ((NO\_OF\_BITS - 1) - i));  
 }  
   
 return reverse\_num;  
}  
  
/\* Driver function to test above function \*/  
int main()  
{  
 unsigned int x = 2;   
 printf("%u", reverseBits(x));  
 getchar();  
}

Above program can be optimized by removing the use of variable temp. See below the modified code.

unsigned int reverseBits(unsigned int num)  
{  
 unsigned int NO\_OF\_BITS = sizeof(num) \* 8;  
 unsigned int reverse\_num = 0;  
 int i;  
 for (i = 0; i < NO\_OF\_BITS; i++)  
 {  
 if((num & (1 << i)))  
 reverse\_num |= 1 << ((NO\_OF\_BITS - 1) - i);   
 }  
 return reverse\_num;  
}

Time Complexity: O(log n)  
 Space Complexity: O(1)

**Method 2 – Standard**  
 The idea is to keep putting set bits of the num in reverse\_num until num becomes zero. After num becomes zero, shift the remaining bits of reverse\_num.

Let num is stored using 8 bits and num be 00000110. After the loop you will get reverse\_num as 00000011. Now you need to left shift reverse\_num 5 more times and you get the exact reverse 01100000.

unsigned int reverseBits(unsigned int num)  
{  
 unsigned int count = sizeof(num) \* 8 - 1;  
 unsigned int reverse\_num = num;  
   
 num >>= 1;   
 while(num)  
 {  
 reverse\_num <<= 1;   
 reverse\_num |= num & 1;  
 num >>= 1;  
 count--;  
 }  
 reverse\_num <<= count;  
 return reverse\_num;  
}  
  
int main()  
{  
 unsigned int x = 1;  
 printf("%u", reverseBits(x));  
 getchar();  
}

Time Complexity: O(log n)  
 Space Complexity: O(1)

**Method 3 – Lookup Table:**  
 We can reverse the bits of a number in O(1) if we know the size of the number. We can implement it using look up table. Go through the below link for details. You will find some more interesting bit related stuff there.

<http://www-graphics.stanford.edu/~seander/bithacks.html#BitReverseTable>

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/write-an-efficient-c-program-to-reverse-bits-of-a-number/>

# Write one line C function to find whether a no is power of two

**1.** A simple method for this is to simply take the log of the number on base 2 and if you get an integer then number is power of 2.  
   
 **2.** Another solution is to keep dividing the number by two, i.e, do n = n/2 iteratively. In any iteration, if n%2 becomes non-zero and n is not 1 then n is not a power of 2. If n becomes 1 then it is a power of 2.

#include<stdio.h>  
#define bool int  
  
/\* Function to check if x is power of 2\*/  
bool isPowerOfTwo(int n)  
{  
 if (n == 0)  
 return 0;  
 while (n != 1)  
 {  
 if (n%2 != 0)  
 return 0;  
 n = n/2;  
 }  
 return 1;  
}  
  
/\*Driver program to test above function\*/  
int main()  
{  
 isPowerOfTwo(31)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(17)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(16)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(2)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(18)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(1)? printf("Yes\n"): printf("No\n");  
 return 0;  
}

Output:

No  
No  
Yes  
Yes  
No  
Yes

**3.** All power of two numbers have only one bit set. So count the no. of set bits and if you get 1 then number is a power of 2. Please see <http://geeksforgeeks.org/?p=1176> for counting set bits.

**4.** If we subtract a power of 2 numbers by 1 then all unset bits after the only set bit become set; and the set bit become unset.

For example for 4 ( 100) and 16(10000), we get following after subtracting 1  
 3 –> 011  
 15 –> 01111

So, if a number n is a power of 2 then bitwise & of n and n-1 will be zero. We can say n is a power of 2 or not based on value of n&(n-1). The expression n&(n-1) will not work when n is 0. To handle this case also, our expression will become n& (!n&(n-1)) (thanks to [Mohammad](http://geeksforgeeks.org/?p=535#comment-177)for adding this case).  
 Below is the implementation of this method.

#include<stdio.h>  
#define bool int  
  
/\* Function to check if x is power of 2\*/  
bool isPowerOfTwo (int x)  
{  
 /\* First x in the below expression is for the case when x is 0 \*/  
 return x && (!(x&(x-1)));  
}  
  
/\*Driver program to test above function\*/  
int main()  
{  
 isPowerOfTwo(31)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(17)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(16)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(2)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(18)? printf("Yes\n"): printf("No\n");  
 isPowerOfTwo(1)? printf("Yes\n"): printf("No\n");  
 return 0;  
}

Output:

No  
No  
Yes  
Yes  
No  
Yes

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/write-one-line-c-function-to-find-whether-a-no-is-power-of-two/>

# Write your own strcmp that ignores cases

Write a modified strcmp function which ignores cases and returns -1 if s1

Source: [Microsoft Interview Set 5](http://www.geeksforgeeks.org/archives/23771)

Following solution assumes that characters are represented using ASCII representation, i.e., codes for ‘a’, ‘b’, ‘c’, … ‘z’ are 97, 98, 99, … 122 respectively. And codes for ‘A’, “B”, ‘C’, … ‘Z’ are 65, 66, … 95 respectively.

Following are the detailed steps.  
 **1)** Iterate through every character of both strings and do following for each character.  
 …**a)** If str1[i] is same as str2[i], then continue.  
 …**b)** If inverting the 6th least significant bit of str1[i] makes it same as str2[i], then continue. For example, if str1[i] is 65, then inverting the 6th bit will make it 97. And if str1[i] is 97, then inverting the 6th bit will make it 65.  
 …**c)** If any of the above two conditions is not true, then break.  
 **2)** Compare the last (or first mismatching in case of not same) characters.

#include <stdio.h>  
  
/\* implementation of strcmp that ingnores cases \*/  
int ic\_strcmp(char \*s1, char \*s2)  
{  
 int i;  
 for (i = 0; s1[i] && s2[i]; ++i)  
 {  
 /\* If characters are same or inverting the 6th bit makes them same \*/  
 if (s1[i] == s2[i] || (s1[i] ^ 32) == s2[i])  
 continue;  
 else  
 break;  
 }  
  
 /\* Compare the last (or first mismatching in case of not same) characters \*/  
 if (s1[i] == s2[i])  
 return 0;  
 if ((s1[i]|32) < (s2[i]|32)) //Set the 6th bit in both, then compare  
 return -1;  
 return 1;  
}  
  
// Driver program to test above function  
int main(void)  
{  
 printf("ret: %d\n", ic\_strcmp("Geeks", "apple"));  
 printf("ret: %d\n", ic\_strcmp("", "ABCD"));  
 printf("ret: %d\n", ic\_strcmp("ABCD", "z"));  
 printf("ret: %d\n", ic\_strcmp("ABCD", "abcdEghe"));  
 printf("ret: %d\n", ic\_strcmp("GeeksForGeeks", "gEEksFORGeEKs"));  
 printf("ret: %d\n", ic\_strcmp("GeeksForGeeks", "geeksForGeeks"));  
 return 0;  
}

Output:

ret: 1  
ret: -1  
ret: -1  
ret: -1  
ret: 0  
ret: 0

This article is compiled by **Narendra Kangralkar**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/write-your-own-strcmp-which-ignores-cases/>

# Add 1 to a given number

Write a program to add one to a given number. You are not allowed to use operators like ‘+’, ‘-‘, ‘\*’, ‘/’, ‘++’, ‘–‘ …etc.

Examples:  
 Input: 12  
 Output: 13

Input: 6  
 Output: 7

Yes, you guessed it right, we can use bitwise operators to achieve this. Following are different methods to achieve same using bitwise operators.

**Method 1**  
 To add 1 to a number x (say 0011000111), we need to flip all the bits after the rightmost 0 bit (we get 001100**0**000). Finally, flip the rightmost 0 bit also (we get 0011001000) and we are done.

#include<stdio.h>  
  
int addOne(int x)  
{  
 int m = 1;  
  
 /\* Flip all the set bits until we find a 0 \*/  
 while( x & m )  
 {  
 x = x^m;  
 m <<= 1;  
 }  
  
 /\* flip the rightmost 0 bit \*/  
 x = x^m;  
 return x;  
}  
  
/\* Driver program to test above functions\*/  
int main()  
{  
 printf("%d", addOne(13));  
 getchar();  
 return 0;  
}

**Method 2**  
 We know that the negative number is represented in 2’s complement form on most of the architectures. We have the following lemma hold for 2’s complement representation of signed numbers.

Say, x is numerical value of a number, then

~x = -(x+1) [ ~ is for bitwise complement ]

(x + 1) is due to addition of 1 in 2’s complement conversion

To get (x + 1) apply negation once again. So, the final expression becomes (-(~x)).

int addOne(int x)  
{  
 return (-(~x));  
}  
  
/\* Driver program to test above functions\*/  
int main()  
{  
 printf("%d", addOne(13));  
 getchar();  
 return 0;  
}

Example, assume the machine word length is one \*nibble\* for simplicity.  
 And x = 2 (0010),  
 ~x = ~2 = 1101 (13 numerical)  
 -~x = -1101  
 Interpreting bits 1101 in 2’s complement form yields numerical value as -(2^4 – 13) = -3. Applying ‘-‘ on the result leaves 3. Same analogy holds for decrement. See [this](http://www.geeksforgeeks.org/archives/8198/comment-page-1#comment-2159)comment for implementation of decrement.  
 Note that this method works only if the numbers are stored in 2’s complement form.

Thanks to [Venki](http://www.geeksforgeeks.org/archives/8198/comment-page-1#comment-2159) for suggesting this method.

Please write comments if you find the above code/algorithm incorrect, or find better ways to solve the same problem

### Source

<http://www.geeksforgeeks.org/add-1-to-a-given-number/>

# Count total set bits in all numbers from 1 to n

Given a positive integer n, count the total number of set bits in binary representation of all numbers from 1 to n.

Examples:

Input: n = 3  
Output: 4  
  
Input: n = 6  
Output: 9  
  
Input: n = 7  
Output: 12  
  
Input: n = 8  
Output: 13

Source: [Amazon Interview Question](http://geeksforgeeks.org/forum/topic/amazon-interview-question-for-software-engineerdeveloper-0-2-years-about-algorithms-17)

**Method 1 (Simple)**  
 A simple solution is to run a loop from 1 to n and sum the count of set bits in all numbers from 1 to n.

// A simple program to count set bits in all numbers from 1 to n.  
#include <stdio.h>  
  
// A utility function to count set bits in a number x  
unsigned int countSetBitsUtil(unsigned int x);  
  
// Returns count of set bits present in all numbers from 1 to n  
unsigned int countSetBits(unsigned int n)  
{  
 int bitCount = 0; // initialize the result  
  
 for(int i = 1; i <= n; i++)  
 bitCount += countSetBitsUtil(i);  
  
 return bitCount;  
}  
  
// A utility function to count set bits in a number x  
unsigned int countSetBitsUtil(unsigned int x)  
{  
 if (x <= 0)  
 return 0;  
 return (x %2 == 0? 0: 1) + countSetBitsUtil (x/2);  
}  
  
// Driver program to test above functions  
int main()  
{  
 int n = 4;  
 printf ("Total set bit count is %d", countSetBits(n));  
 return 0;  
}

Output:

Total set bit count is 6

Time Complexity: O(nLogn)

**Method 2 (Tricky)**  
 If the input number is of the form 2^b -1 e.g., 1,3,7,15.. etc, the number of set bits is b \* 2^(b-1). This is because for all the numbers 0 to (2^b)-1, if you complement and flip the list you end up with the same list (half the bits are on, half off).

If the number does not have all set bits, then some position m is the position of leftmost set bit. The number of set bits in that position is n – (1

1) The bits in the (m-1) positions down to the point where the leftmost bit becomes 0, and  
 2) The 2^(m-1) numbers below that point, which is the closed form above.

An easy way to look at it is to consider the number 6:

0|0 0  
0|0 1  
0|1 0  
0|1 1  
-|–  
1|0 0  
1|0 1  
1|1 0

The leftmost set bit is in position 2 (positions are considered starting from 0). If we mask that off what remains is 2 (the “1 0″ in the right part of the last row.) So the number of bits in the 2nd position (the lower left box) is 3 (that is, 2 + 1). The set bits from 0-3 (the upper right box above) is 2\*2^(2-1) = 4. The box in the lower right is the remaining bits we haven’t yet counted, and is the number of set bits for all the numbers up to 2 (the value of the last entry in the lower right box) which can be figured recursively.

// A O(Logn) complexity program to count set bits in all numbers from 1 to n  
#include <stdio.h>  
  
/\* Returns position of leftmost set bit. The rightmost  
 position is considered as 0 \*/  
unsigned int getLeftmostBit (int n)  
{  
 int m = 0;  
 while (n > 1)  
 {  
 n = n >> 1;  
 m++;  
 }  
 return m;  
}  
  
/\* Given the position of previous leftmost set bit in n (or an upper  
 bound on leftmost position) returns the new position of leftmost  
 set bit in n \*/  
unsigned int getNextLeftmostBit (int n, int m)  
{  
 unsigned int temp = 1 << m;  
 while (n < temp)  
 {  
 temp = temp >> 1;  
 m--;  
 }  
 return m;  
}  
  
// The main recursive function used by countSetBits()  
unsigned int \_countSetBits(unsigned int n, int m);  
  
// Returns count of set bits present in all numbers from 1 to n  
unsigned int countSetBits(unsigned int n)  
{  
 // Get the position of leftmost set bit in n. This will be  
 // used as an upper bound for next set bit function  
 int m = getLeftmostBit (n);  
  
 // Use the position  
 return \_countSetBits (n, m);  
}  
  
unsigned int \_countSetBits(unsigned int n, int m)  
{  
 // Base Case: if n is 0, then set bit count is 0  
 if (n == 0)  
 return 0;  
  
 /\* get position of next leftmost set bit \*/  
 m = getNextLeftmostBit(n, m);  
  
 // If n is of the form 2^x-1, i.e., if n is like 1, 3, 7, 15, 31,.. etc,   
 // then we are done.   
 // Since positions are considered starting from 0, 1 is added to m  
 if (n == ((unsigned int)1<<(m+1))-1)  
 return (unsigned int)(m+1)\*(1<<m);  
  
 // update n for next recursive call  
 n = n - (1<<m);  
 return (n+1) + countSetBits(n) + m\*(1<<(m-1));  
}  
  
// Driver program to test above functions  
int main()  
{  
 int n = 17;  
 printf ("Total set bit count is %d", countSetBits(n));  
 return 0;  
}

Total set bit count is 35

Time Complexity: O(Logn). From the first look at the implementation, time complexity looks more. But if we take a closer look, statements inside while loop of getNextLeftmostBit() are executed for all 0 bits in n. And the number of times recursion is executed is less than or equal to set bits in n. In other words, if the control goes inside while loop of getNextLeftmostBit(), then it skips those many bits in recursion.

Thanks to [agatsu](http://geeksforgeeks.org/forum/topic/amazon-interview-question-for-software-engineerdeveloper-0-2-years-about-algorithms-17#post-34987)and [IC](http://geeksforgeeks.org/forum/topic/amazon-interview-question-for-software-engineerdeveloper-0-2-years-about-algorithms-17#post-34436) for suggesting this solution.

**See** [**this**](http://www.geeksforgeeks.org/archives/16703#comment-9236)**for another solution suggested by Piyush Kapoor.**

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

Tags: [Amazon](http://www.geeksforgeeks.org/tag/amazon/)

### Source

<http://www.geeksforgeeks.org/count-total-set-bits-in-all-numbers-from-1-to-n/>

# Optimization Techniques | Set 1 (Modulus)

**Modulus operator is costly.**

The modulus operator (%) in various languages is costly operation. Ultimately every operator/operation must result in processor instructions. Some processors won’t have modulus instruction at hardware level, in such case the compilers will insert stubs (predefined functions) to perform modulus. It impacts performance.

There is simple technique to extract remainder when a number is divided by another number (divisor) that is power of 2? A number that is an exact power of 2 will have only one bit set in it’s binary representation. Consider the following powers of 2 and their binary representations

2 – 10

4 – 100

8 – 1000

16  – 10000

*Note those zeros in red color, they contribute to remainder in division operation. We can get mask for those zeros by decrementing the divisor by 1.*

Generalizing the above pattern, a number that can be written in 2n form will have only one bit set followed by *n* zeros on the right side of 1. When a number (N) divided by (2n), the bit positions corresponding to the above mentioned *zeros* will contribute to the remainder of division operation. An example can make it clear,  
   
 N = 87 (1010111 – binary form)  
   
 N%2 = N & (2-1) = 1010111 & 1 = 1 = 1

N%4 = N & (4-1) = 1010111 & 11 = 11 = 3  
   
 N%8 = N & (8-1) = 1010111 & 111 = 111 = 7  
   
 N%16 = N & (16-1) = 1010111 & 1111 = 111 = 7

N%32 = N & (32-1) = 1010111 & 11111 = 10111 = 23

Modulus operation over exact powers of 2 is simple and faster bitwise ANDing. This is the reason, programmers usually make buffer length as powers of 2.

Note that the technique will work only for divisors that are powers of 2.

**An Example:**

Implementation of circular queue (ring buffer) using an array. Omitting one position in the circular buffer implementation can make it easy to distinguish between *full* and *empty* conditions. When the buffer reaches SIZE-1, it needs to wrap back to initial position. The wrap back operation can be simple AND operation if the buffer size is power of 2. If we use any other size, we would need to use modulus operation.

**Note:**

Per experts comments, premature optimization is an evil. The optimization techniques provided are to fine tune your code after finalizing design strategy, algorithm, data structures and implementation. We recommend to avoid them at the start of code development. Code readability is key for maintenance.

Thanks to Venki for writing the above article. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/optimization-techniques-set-1-modulus/>

# Divide and Conquer | Set 4 (Karatsuba algorithm for fast multiplication)

Given two binary strings that represent value of two integers, find the product of two strings. For example, if the first bit string is “1100” and second bit string is “1010”, output should be 120.

For simplicity, let the length of two strings be same and be n.

A **Naive Approach** is to follow the process we study in school. One by one take all bits of second number and multiply it with all bits of first number. Finally add all multiplications. This algorithm takes O(n^2) time.

[![](data:image/png;base64,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)](http://d2o58evtke57tz.cloudfront.net/wp-content/uploads/product.png)

Using **Divide and Conquer**, we can multiply two integers in less time complexity. We divide the given numbers in two halves. Let the given numbers be X and Y.

For simplicity let us assume that n is even

X = Xl\*2n/2 + Xr [Xl and Xr contain leftmost and rightmost n/2 bits of X]  
Y = Yl\*2n/2 + Yr [Yl and Yr contain leftmost and rightmost n/2 bits of Y]

The product XY can be written as following.

XY = (Xl\*2n/2 + Xr)(Yl\*2n/2 + Yr)  
 = 2n XlYl + 2n/2(XlYr + XrYl) + XrYr

If we take a look at the above formula, there are four multiplications of size n/2, so we basically divided the problem of size n into for sub-problems of size n/2. But that doesn’t help because solution of recurrence T(n) = 4T(n/2) + O(n) is O(n^2). The tricky part of this algorithm is to change the middle two terms to some other form so that only one extra multiplication would be sufficient. The following is tricky expression for middle two terms.

XlYr + XrYl = (Xl + Xr)(Yl + Yr) - XlYl- XrYr

So the final value of XY becomes

XY = 2n XlYl + 2n/2 \* [(Xl + Xr)(Yl + Yr) - XlYl - XrYr] + XrYr

With above trick, the recurrence becomes T(n) = 3T(n/2) + O(n) and solution of this recurrence is O(n1.59).

*What if the lengths of input strings are different and are not even?* To handle the different length case, we append 0’s in the beginning. To handle odd length, we put *floor(n/2)* bits in left half and *ceil(n/2)* bits in right half. So the expression for XY changes to following.

XY = 22ceil(n/2) XlYl + 2ceil(n/2) \* [(Xl + Xr)(Yl + Yr) - XlYl - XrYr] + XrYr

The above algorithm is called Karatsuba algorithm and it can be used for any base.

Following is C++ implementation of above algorithm.

// C++ implementation of Karatsuba algorithm for bit string multiplication.  
#include<iostream>  
#include<stdio.h>  
  
using namespace std;  
  
// FOLLOWING TWO FUNCTIONS ARE COPIED FROM http://goo.gl/q0OhZ  
// Helper method: given two unequal sized bit strings, converts them to  
// same length by adding leading 0s in the smaller string. Returns the  
// the new length  
int makeEqualLength(string &str1, string &str2)  
{  
 int len1 = str1.size();  
 int len2 = str2.size();  
 if (len1 < len2)  
 {  
 for (int i = 0 ; i < len2 - len1 ; i++)  
 str1 = '0' + str1;  
 return len2;  
 }  
 else if (len1 > len2)  
 {  
 for (int i = 0 ; i < len1 - len2 ; i++)  
 str2 = '0' + str2;  
 }  
 return len1; // If len1 >= len2  
}  
  
// The main function that adds two bit sequences and returns the addition  
string addBitStrings( string first, string second )  
{  
 string result; // To store the sum bits  
  
 // make the lengths same before adding  
 int length = makeEqualLength(first, second);  
 int carry = 0; // Initialize carry  
  
 // Add all bits one by one  
 for (int i = length-1 ; i >= 0 ; i--)  
 {  
 int firstBit = first.at(i) - '0';  
 int secondBit = second.at(i) - '0';  
  
 // boolean expression for sum of 3 bits  
 int sum = (firstBit ^ secondBit ^ carry)+'0';  
  
 result = (char)sum + result;  
  
 // boolean expression for 3-bit addition  
 carry = (firstBit&secondBit) | (secondBit&carry) | (firstBit&carry);  
 }  
  
 // if overflow, then add a leading 1  
 if (carry) result = '1' + result;  
  
 return result;  
}  
  
// A utility function to multiply single bits of strings a and b  
int multiplyiSingleBit(string a, string b)  
{ return (a[0] - '0')\*(b[0] - '0'); }  
  
// The main function that multiplies two bit strings X and Y and returns  
// result as long integer  
long int multiply(string X, string Y)  
{  
 // Find the maximum of lengths of x and Y and make length  
 // of smaller string same as that of larger string  
 int n = makeEqualLength(X, Y);  
  
 // Base cases  
 if (n == 0) return 0;  
 if (n == 1) return multiplyiSingleBit(X, Y);  
  
 int fh = n/2; // First half of string, floor(n/2)  
 int sh = (n-fh); // Second half of string, ceil(n/2)  
  
 // Find the first half and second half of first string.  
 // Refer http://goo.gl/lLmgn for substr method  
 string Xl = X.substr(0, fh);  
 string Xr = X.substr(fh, sh);  
  
 // Find the first half and second half of second string  
 string Yl = Y.substr(0, fh);  
 string Yr = Y.substr(fh, sh);  
  
 // Recursively calculate the three products of inputs of size n/2  
 long int P1 = multiply(Xl, Yl);  
 long int P2 = multiply(Xr, Yr);  
 long int P3 = multiply(addBitStrings(Xl, Xr), addBitStrings(Yl, Yr));  
  
 // Combine the three products to get the final result.  
 return P1\*(1<<(2\*sh)) + (P3 - P1 - P2)\*(1<<sh) + P2;  
}  
  
// Driver program to test aboev functions  
int main()  
{  
 printf ("%ld\n", multiply("1100", "1010"));  
 printf ("%ld\n", multiply("110", "1010"));  
 printf ("%ld\n", multiply("11", "1010"));  
 printf ("%ld\n", multiply("1", "1010"));  
 printf ("%ld\n", multiply("0", "1010"));  
 printf ("%ld\n", multiply("111", "111"));  
 printf ("%ld\n", multiply("11", "11"));  
}

Output:

120  
60  
30  
10  
0  
49  
9

**Time Complexity:** Time complexity of the above solution is O(n1.59).

Time complexity of multiplication can be further improved using another Divide and Conquer algorithm, fast Fourier transform. We will soon be discussing fast Fourier transform as a separate post.

**Exercise**  
 The above program returns a long int value and will not work for big strings. Extend the above program to return a string instead of a long int value.

**References:**  
 [Wikipedia page for Karatsuba algorithm](http://en.wikipedia.org/wiki/Karatsuba_algorithm)  
 [Algorithms 1st Edition by Sanjoy Dasgupta, Christos Papadimitriou and Umesh Vazirani](http://www.flipkart.com/algorithms-1st-edition/p/itmczynvb7p2zacz?pid=9780070636613&affid=sandeepgfg)  
 <http://courses.csail.mit.edu/6.006/spring11/exams/notes3-karatsuba>  
 <http://www.cc.gatech.edu/~ninamf/Algos11/lectures/lect0131.pdf>

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

Tags: [Divide and Conquer](http://www.geeksforgeeks.org/tag/divide-and-conquer/)

### Source

<http://www.geeksforgeeks.org/divide-and-conquer-set-2-karatsuba-algorithm-for-fast-multiplication/>

# Next Power of 2

Write a function that, for a given no n, finds a number p which is greater than or equal to n and is a power of 2.

IP 5  
 OP 8   
  
 IP 17  
 OP 32   
  
 IP 32  
 OP 32

There are plenty of solutions for this. Let us take the example of 17 to explain some of them.

**Method 1(Using Log of the number)**

1. Calculate Position of set bit in p(next power of 2):  
 pos = ceil(lgn) (ceiling of log n with base 2)  
 2. Now calculate p:  
 p = pow(2, pos)

Example

Let us try for 17  
 pos = 5  
 p = 32

**Method 2 (By getting the position of only set bit in result )**

/\* If n is a power of 2 then return n \*/  
 1 If (n & !(n&(n-1))) then return n   
 2 Else keep right shifting n until it becomes zero   
 and count no of shifts  
 a. Initialize: count = 0  
 b. While n ! = 0  
 n = n>>1  
 count = count + 1  
  
 /\* Now count has the position of set bit in result \*/  
 3 Return (1   
Example:  
  
 Let us try for 17  
 count = 5  
 p = 32

unsigned int nextPowerOf2(unsigned int n)  
{  
 unsigned count = 0;  
  
 /\* First n in the below condition is for the case where n is 0\*/  
 if (n && !(n&(n-1)))  
 return n;  
  
 while( n != 0)  
 {  
 n >>= 1;  
 count += 1;  
 }  
  
 return 1<<count;  
}  
  
/\* Driver program to test above function \*/  
int main()  
{  
 unsigned int n = 0;  
 printf("%d", nextPowerOf2(n));  
  
 getchar();  
 return 0;  
}

**Method 3(Shift result one by one)**  
 Thanks to coderyogi for suggesting this method . This method is a variation of method 2 where instead of getting count, we shift the result one by one in a loop.

unsigned int nextPowerOf2(unsigned int n)  
{  
 unsigned int p = 1;  
 if (n && !(n & (n - 1)))  
 return n;  
  
 while (p < n) {  
 p <<= 1;  
 }  
 return p;  
}  
  
/\* Driver program to test above function \*/  
int main()  
{  
 unsigned int n = 5;  
 printf("%d", nextPowerOf2(n));  
  
 getchar();  
 return 0;  
}

**Time Complexity:** O(lgn)

**Method 4(Customized and Fast)**

1. Subtract n by 1  
 n = n -1  
  
 2. Set all bits after the leftmost set bit.  
  
 /\* Below solution works only if integer is 32 bits \*/  
 n = n | (n >> 1);  
 n = n | (n >> 2);  
 n = n | (n >> 4);  
 n = n | (n >> 8);  
 n = n | (n >> 16);  
 3. Return n + 1

Example:

Steps 1 & 3 of above algorithm are to handle cases   
of power of 2 numbers e.g., 1, 2, 4, 8, 16,  
  
 Let us try for 17(10001)  
 step 1  
 n = n - 1 = 16 (10000)   
 step 2  
 n = n | n >> 1  
 n = 10000 | 01000  
 n = 11000  
 n = n | n >> 2  
 n = 11000 | 00110  
 n = 11110  
 n = n | n >> 4  
 n = 11110 | 00001  
 n = 11111  
 n = n | n >> 8  
 n = 11111 | 00000  
 n = 11111  
 n = n | n >> 16  
 n = 11110 | 00000  
 n = 11111   
  
 step 3: Return n+1  
 We get n + 1 as 100000 (32)

**Program:**

# include <stdio.h>  
  
 /\* Finds next power of two for n. If n itself  
 is a power of two then returns n\*/  
  
 unsigned int nextPowerOf2(unsigned int n)  
 {  
 n--;  
 n |= n >> 1;  
 n |= n >> 2;  
 n |= n >> 4;  
 n |= n >> 8;  
 n |= n >> 16;  
 n++;  
 return n;  
 }  
  
 /\* Driver program to test above function \*/  
 int main()  
 {  
 unsigned int n = 5;  
 printf("%d", nextPowerOf2(n));  
  
 getchar();  
 return 0;  
  
 }

**Time Complexity:** O(lgn)

**References:**  
 <http://en.wikipedia.org/wiki/Power_of_2>

### Source

<http://www.geeksforgeeks.org/next-power-of-2/>

# Multiply a given Integer with 3.5

Given a integer x, write a function that multiplies x with 3.5 and returns the integer result. You are not allowed to use %, /, \*.

Examples:  
 Input: 2  
 Output: 7

Input: 5  
 Output: 17 (Ignore the digits after decimal point)

Solution:  
 **1.** We can get x\*3.5 by adding 2\*x, x and x/2. To calculate 2\*x, left shift x by 1 and to calculate x/2, right shift x by 2.

#include <stdio.h>  
  
int multiplyWith3Point5(int x)  
{  
 return (x<<1) + x + (x>>1);  
}   
  
/\* Driver program to test above functions\*/  
int main()  
{  
 int x = 4;   
 printf("%d", multiplyWith3Point5(x));  
 getchar();  
 return 0;  
}

**2.** Another way of doing this could be (8\*x – x)/2 (See below code). Thanks to [ajaym](http://www.geeksforgeeks.org/archives/8210/comment-page-1#comment-1616) for suggesting this.

#include <stdio.h>  
int multiplyWith3Point5(int x)  
{  
 return ((x<<3) - x)>>1;  
}

Please write comments if you find the above code/algorithm incorrect, or find better ways to solve the same problem

### Source

<http://www.geeksforgeeks.org/multiply-an-integer-with-3-5/>

# Efficient way to multiply with 7

We can multiply a number by 7 using bitwise operator. First left shift the number by 3 bits (you will get 8n) then subtract the original numberfrom the shifted number and return the difference (8n – n).  
   
   
 **Program:**

# include<stdio.h>  
  
int multiplyBySeven(unsigned int n)  
{   
 /\* Note the inner bracket here. This is needed   
 because precedence of '-' operator is higher   
 than '<<' \*/  
 return ((n<<3) - n);  
}  
  
/\* Driver program to test above function \*/  
int main()  
{  
 unsigned int n = 4;  
 printf("%u", multiplyBySeven(n));  
  
 getchar();  
 return 0;  
}

**Time Complexity:** O(1)  
 **Space Complexity:** O(1)

Note: Works only for positive integers.  
 Same concept can be used for fast multiplication by 9 or other numbers.

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/), [MathematicalAlgo](http://www.geeksforgeeks.org/tag/mathematicalalgo/)

### Source

<http://www.geeksforgeeks.org/efficient-way-to-multiply-with-7/>

# Check if a number is multiple of 9 using bitwise operators

Given a number n, write a function that returns true if n is divisible by 9, else false. The most simple way to check for n’s divisibility by 9 is to do n%9.   
 Another method is to sum the digits of n. If sum of digits is multiple of 9, then n is multiple of 9.  
 The above methods are not bitwise operators based methods and require use of % and /.  
 The [bitwise operators](http://www.geeksforgeeks.org/interesting-facts-bitwise-operators-c/) are generally faster than modulo and division operators. Following is a bitwise operator based method to check divisibility by 9.

#include<iostream>  
using namespace std;  
  
// Bitwise operator based function to check divisibility by 9  
bool isDivBy9(int n)  
{  
 // Base cases  
 if (n == 0 || n == 9)  
 return true;  
 if (n < 9)  
 return false;  
  
 // If n is greater than 9, then recur for [floor(n/9) - n%8]  
 return isDivBy9((int)(n>>3) - (int)(n&7));  
}  
  
// Driver program to test above function  
int main()  
{  
 // Let us print all multiples of 9 from 0 to 100  
 // using above method  
 for (int i = 0; i < 100; i++)  
 if (isDivBy9(i))  
 cout << i << " ";  
 return 0;  
}

Output:

0 9 18 27 36 45 54 63 72 81 90 99

**How does this work?**  
 *n/9* can be written in terms of *n/8* using the following simple formula.

n/9 = n/8 - n/72

Since we need to use bitwise operators, we get the value of *floor(n/8)* using *n>>3* and get value of *n%8* using *n&7*. We need to write above expression in terms of *floor(n/8)* and *n%8*.  
 *n/8* is equal to *“floor(n/8) + (n%8)/8″*. Let us write the above expression in terms of *floor(n/8)* and *n%8*

n/9 = floor(n/8) + (n%8)/8 - [floor(n/8) + (n%8)/8]/9  
n/9 = floor(n/8) - [floor(n/8) - 9(n%8)/8 + (n%8)/8]/9  
n/9 = floor(n/8) - [floor(n/8) - n%8]/9

From above equation, *n* is a multiple of *9* only if the expression *floor(n/8) – [floor(n/8) – n%8]/9* is an integer. This expression can only be an integer if the sub-expression *[floor(n/8) – n%8]/9* is an integer. The subexpression can only be an integer if *[floor(n/8) – n%8]* is a multiple of *9*. So the problem reduces to a smaller value which can be written in terms of bitwise operators.

Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

### Source

<http://www.geeksforgeeks.org/divisibility-9-using-bitwise-operators/>

# A Boolean Array Puzzle

*Input:* A array arr[] of two elements having value 0 and 1

*Output:* Make both elements 0.

*Specifications:* Following are the specifications to follow.  
 1) It is guaranteed that one element is 0 but we do not know its position.  
 2) We can’t say about another element it can be 0 or 1.  
 3) We can only complement array elements, no other operation like and, or, multi, division, …. etc.  
 4) We can’t use if, else and loop constructs.  
 5) Obviously, we can’t directly assign 0 to array elements.

There are several ways we can do it as we are sure that always one Zero is there. Thanks to [devendraiiit](http://geeksforgeeks.org/forum/topic/google-challenge#post-4119) for suggesting following 3 methods.

**Method 1**

void changeToZero(int a[2])  
{  
 a[ a[1] ] = a[ !a[1] ];  
}  
  
int main()  
{  
 int a[] = {1, 0};  
 changeToZero(a);  
  
 printf(" arr[0] = %d \n", a[0]);  
 printf(" arr[1] = %d ", a[1]);  
 getchar();  
 return 0;  
}

**Method 2**

void changeToZero(int a[2])  
{  
 a[ !a[0] ] = a[ !a[1] ]  
}

**Method 3**  
 This method doesn’t even need complement.

void changeToZero(int a[2])  
{  
 a[ a[1] ] = a[ a[0] ]  
}

**Method 4**  
 Thanks to [purvi](http://www.geeksforgeeks.org/archives/12758/comment-page-1#comment-4234)for suggesting this method.

void changeToZero(int a[2])  
{  
 a[0] = a[a[0]];  
 a[1] = a[0];  
}

There may be many more methods.

Source: <http://geeksforgeeks.org/forum/topic/google-challenge>

Please write comments if you find the above codes incorrect, or find other ways to solve the same problem.

### Source

<http://www.geeksforgeeks.org/a-boolean-array-puzzle/>

# Check if binary representation of a number is palindrome

Given an integer ‘x’, write a C function that returns true if binary representation of x is palindrome else return false.

For example a numbers with binary representation as 10..01 is palindrome and number with binary representation as 10..00 is not palindrome.

The idea is similar to [checking a string is palindrome or not](http://geeksquiz.com/c-program-check-given-string-palindrome/). We start from leftmost and rightmost bits and compare bits one by one. If we find a mismatch, then return false.

**Algorithm:**  
 isPalindrome(x)  
 1) Find number of bits in x using sizeof() operator.  
 2) Initialize left and right positions as 1 and n respectively.  
 3) Do following while left ‘l’ is smaller than right ‘r’.  
 ..…..a) If bit at position ‘l’ is not same as bit at position ‘r’, then return false.  
 ..…..b) Increment ‘l’ and decrement ‘r’, i.e., do l++ and r–-.  
 4) If we reach here, it means we didn’t find a mismatching bit.

To find the bit at a given position, we can use the idea similar to [this](http://www.geeksforgeeks.org/how-to-turn-off-a-particular-bit-in-a-number/)post. The expression “**x & (1 ” gives us non-zero value if bit at k’th position from right is set and gives a zero value if if k’th bit is not set.**

Following is C++ implementation of the above algorithm.

#include<iostream>  
using namespace std;  
  
// This function returns true if k'th bit in x is set (or 1).  
// For example if x (0010) is 2 and k is 2, then it returns true  
bool isKthBitSet(unsigned int x, unsigned int k)  
{  
 return (x & (1 << (k-1)))? true: false;  
}  
  
// This function returns true if binary representation of x is  
// palindrome. For example (1000...001) is paldindrome  
bool isPalindrome(unsigned int x)  
{  
 int l = 1; // Initialize left position  
 int r = sizeof(unsigned int)\*8; // initialize right position  
  
 // One by one compare bits  
 while (l < r)  
 {  
 if (isKthBitSet(x, l) != isKthBitSet(x, r))  
 return false;  
 l++; r--;  
 }  
 return true;  
}  
  
// Driver program to test above function  
int main()  
{  
 unsigned int x = 1<<15 + 1<<16;  
 cout << isPalindrome(x) << endl;  
 x = 1<<31 + 1;  
 cout << isPalindrome(x) << endl;  
 return 0;  
}

Output:

1  
1

This article is contributed by **Saurabh Gupta**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above.

### Source

<http://www.geeksforgeeks.org/check-binary-representation-number-palindrome/>

# Compute the integer absolute value (abs) without branching

We need not to do anything if a number is positive. We want to change only negative numbers. Since negative numbers are stored in [2’s complement](http://en.wikipedia.org/wiki/Two%27s_complement) form, to get the absolute value of a negative number we have to toggle bits of the number and add 1 to the result.

For example -2 in a 8 bit system is stored as follows 1 1 1 1 1 1 1 0 where leftmost bit is the sign bit. To get the absolute value of a negative number, we have to toggle all bits and add 1 to the toggled number i.e, 0 0 0 0 0 0 0 1 + 1 will give the absolute value of 1 1 1 1 1 1 1 0. Also remember, we need to do these operations only if the number is negative (sign bit is set).

**Method 1**  
 1) Set the mask as right shift of integer by 31 (assuming integers are stored using 32 bits).

mask = n>>31

2) For negative numbers, above step sets mask as 1 1 1 1 1 1 1 1 and 0 0 0 0 0 0 0 0 for positive numbers. Add the mask to the given number.

mask + n

3) XOR of mask +n and mask gives the absolute value.

(mask + n)^mask

Implementation:

#include <stdio.h>  
#define CHAR\_BIT 8  
  
/\* This function will return absoulte value of n\*/  
unsigned int getAbs(int n)  
{  
 int const mask = n >> (sizeof(int) \* CHAR\_BIT - 1);  
 return ((n + mask) ^ mask);  
}  
  
/\* Driver program to test above function \*/  
int main()  
{  
 int n = -6;  
 printf("Absoute value of %d is %u", n, getAbs(n));  
  
 getchar();  
 return 0;  
}

**Method 2:**  
 1) Set the mask as right shift of integer by 31 (assuming integers are stored using 32 bits).

mask = n>>31

2) XOR the mask with number

mask ^ n

3) Subtract mask from result of step 2 and return the result.

(mask^n) - mask

Implementation:

/\* This function will return absoulte value of n\*/  
unsigned int getAbs(int n)  
{  
 int const mask = n >> (sizeof(int) \* CHAR\_BIT - 1);  
 return ((n ^ mask) - mask);  
}

On machines where branching is expensive, the above expression can be faster than the obvious approach, r = (v

Please see [this](http://graphics.stanford.edu/~seander/bithacks.html#IntegerAbs)for more details about the above two methods.

Please write comments if you find any of the above explanations/algorithms incorrect, or a better ways to solve the same problem.

**References:**  
 <http://graphics.stanford.edu/~seander/bithacks.html#IntegerAbs>

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/compute-the-integer-absolute-value-abs-without-branching/>

# Compute the minimum or maximum of two integers without branching

On some rare machines where branching is expensive, the below obvious approach to find minimum can be slow as it uses branching.

/\* The obvious approach to find minimum (involves branching) \*/  
int min(int x, int y)  
{  
 return (x < y) ? x : y  
}

Below are the methods to get minimum(or maximum) without using branching. Typically, the obvious approach is best, though.

**Method 1(Use XOR and comparison operator)**

Minimum of x and y will be

y ^ ((x ^ y) & -(x   
It works because if x = y, then -(x   
To find the maximum, use  
x ^ ((x ^ y) & -(x   
  
#include<stdio.h>  
  
/\*Function to find minimum of x and y\*/  
int min(int x, int y)  
{  
 return y ^ ((x ^ y) & -(x < y));  
}  
  
/\*Function to find maximum of x and y\*/  
int max(int x, int y)  
{  
 return x ^ ((x ^ y) & -(x < y));   
}  
  
/\* Driver program to test above functions \*/  
int main()  
{  
 int x = 15;  
 int y = 6;  
 printf("Minimum of %d and %d is ", x, y);  
 printf("%d", min(x, y));  
 printf("\nMaximum of %d and %d is ", x, y);  
 printf("%d", max(x, y));  
 getchar();  
}

**Method 2(Use subtraction and shift)**  
 If we know that

INT\_MIN   
, then we can use the following, which are faster because (x - y) only needs to be evaluated once.   
Minimum of x and y will be  
y + ((x - y) & ((x - y) >>(sizeof(int) \* CHAR\_BIT - 1)))

This method shifts the subtraction of x and y by 31 (if size of integer is 32). If (x-y) is smaller than 0, then (x -y)>>31 will be 1. If (x-y) is greater than or equal to 0, then (x -y)>>31 will be 0.  
 So if x >= y, we get minimum as y + (x-y)&0 which is y.  
 If x

Similarly, to find the maximum use

x - ((x - y) & ((x - y) >> (sizeof(int) \* CHAR\_BIT - 1)))

#include<stdio.h>  
#define CHAR\_BIT 8  
  
/\*Function to find minimum of x and y\*/  
int min(int x, int y)  
{  
 return y + ((x - y) & ((x - y) >>   
 (sizeof(int) \* CHAR\_BIT - 1)));   
}  
  
/\*Function to find maximum of x and y\*/  
int max(int x, int y)  
{  
 return x - ((x - y) & ((x - y) >>  
 (sizeof(int) \* CHAR\_BIT - 1)));  
}  
  
/\* Driver program to test above functions \*/  
int main()  
{  
 int x = 15;  
 int y = 6;  
 printf("Minimum of %d and %d is ", x, y);  
 printf("%d", min(x, y));  
 printf("\nMaximum of %d and %d is ", x, y);  
 printf("%d", max(x, y));  
 getchar();  
}

Note that the 1989 ANSI C specification doesn't specify the result of signed right-shift, so above method is not portable. If exceptions are thrown on overflows, then the values of x and y should be unsigned or cast to unsigned for the subtractions to avoid unnecessarily throwing an exception, however the right-shift needs a signed operand to produce all one bits when negative, so cast to signed there.

**Source:**  
 <http://graphics.stanford.edu/~seander/bithacks.html#IntegerMinOrMax>

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/)

### Source

<http://www.geeksforgeeks.org/compute-the-minimum-or-maximum-max-of-two-integers-without-branching/>

# Count set bits in an integer

Write an efficient program to count number of 1s in binary representation of an integer.  
   
 **1. Simple Method** Loop through all bits in an integer, check if a bit is set and if it is then increment the set bit count. See below program.

/\* Function to get no of set bits in binary  
 representation of passed binary no. \*/  
int countSetBits(unsigned int n)  
{  
 unsigned int count = 0;  
 while(n)  
 {  
 count += n & 1;  
 n >>= 1;  
 }  
 return count;  
}  
  
/\* Program to test function countSetBits \*/  
int main()  
{  
 int i = 9;  
 printf("%d", countSetBits(i));  
 getchar();  
 return 0;  
}

**Time Complexity:** (-)(logn) (Theta of logn)

**2. Brian Kernighan’s Algorithm:**  
 Subtraction of 1 from a number toggles all the bits (from right to left) till the rightmost set bit(including the righmost set bit). So if we subtract a number by 1 and do bitwise & with itself (n & (n-1)), we unset the righmost set bit. If we do n & (n-1) in a loop and count the no of times loop executes we get the set bit count.  
 Beauty of the this solution is number of times it loops is equal to the number of set bits in a given integer.

1 Initialize count: = 0  
 2 If integer n is not zero  
 (a) Do bitwise & with (n-1) and assign the value back to n  
 n: = n&(n-1)  
 (b) Increment count by 1  
 (c) go to step 2  
 3 Else return count

**Implementation of Brian Kernighan’s Algorithm:**

#include<stdio.h>  
  
/\* Function to get no of set bits in binary  
 representation of passed binary no. \*/  
int countSetBits(int n)  
{  
 unsigned int count = 0;  
 while (n)  
 {  
 n &= (n-1) ;  
 count++;  
 }  
 return count;  
}  
  
/\* Program to test function countSetBits \*/  
int main()  
{  
 int i = 9;  
 printf("%d", countSetBits(i));  
 getchar();  
 return 0;  
}

**Example for Brian Kernighan’s Algorithm:**

n = 9 (1001)  
 count = 0  
  
 Since 9 > 0, subtract by 1 and do bitwise & with (9-1)  
 n = 9&8 (1001 & 1000)  
 n = 8  
 count = 1  
  
 Since 8 > 0, subtract by 1 and do bitwise & with (8-1)  
 n = 8&7 (1000 & 0111)  
 n = 0  
 count = 2  
  
 Since n = 0, return count which is 2 now.

**Time Complexity:** O(logn)

**3. Using Lookup table:** We can count bits in O(1) time using lookup table. Please see<http://graphics.stanford.edu/~seander/bithacks.html#CountBitsSetTable> for details.

You can find one use of counting set bits at <http://geeksforgeeks.org/?p=1465>  
 **References:**  
 <http://graphics.stanford.edu/~seander/bithacks.html#CountBitsSetNaive>

Tags: [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/), [setBitCount](http://www.geeksforgeeks.org/tag/setbitcount/)

### Source

<http://www.geeksforgeeks.org/count-set-bits-in-an-integer/>

# How to turn off a particular bit in a number?

**Difficulty Level:** Rookie

Given a number n and a value k, turn of the k’th bit in n.

Examples:

Input: n = 15, k = 1  
Output: 14  
  
Input: n = 15, k = 2  
Output: 13  
  
Input: n = 15, k = 3  
Output: 11  
  
Input: n = 15, k = 4  
Output: 7  
  
Input: n = 15, k >= 5  
Output: 15

The idea is to use bitwise *~(1 “, we get a number which has all bits set, except the k’th bit. If we do bitwise & of this expression with n, we get a number which has all bits same as n except the k’th bit which is 0.*

Following is C++ implementation of this.

#include <iostream>  
using namespace std;  
  
// Returns a number that has all bits same as n  
// except the k'th bit which is made 0  
int turnOffK(int n, int k)  
{  
 // k must be greater than 0  
 if (k <= 0) return n;  
  
 // Do & of n with a number with all set bits except  
 // the k'th bit  
 return (n & ~(1 << (k - 1)));  
}  
  
// Driver program to test above function  
int main()  
{  
 int n = 15;  
 int k = 4;  
 cout << turnOffK(n, k);  
 return 0;  
}

Output:

7

**Exercise:** Write a function turnOnK() that turns the k’th bit on.

This article is contributed by **Rahul Jain**. Please write comments if you find anything incorrect, or you want to share more information about the topic discussed above

### Source

<http://www.geeksforgeeks.org/how-to-turn-off-a-particular-bit-in-a-number/>

# Little and Big Endian Mystery

**What are these?**  
 Little and big endian are two ways of storing multibyte data-types ( int, float, etc). In little endian machines, last byte of binary representation of the multibyte data-type is stored first. On the other hand, in big endian machines, first byte of binary representation of the multibyte data-type is stored first.  
   
 Suppose integer is stored as 4 bytes (For those who are using DOS based compilers such as C++ 3.0 , integer is 2 bytes) then a variable x with value 0x01234567 will be stored as following.
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**How to see memory representation of multibyte data types on your machine?**  
 Here is a sample C code that shows the byte representation of int, float and pointer.

#include <stdio.h>  
  
/\* function to show bytes in memory, from location start to start+n\*/  
void show\_mem\_rep(char \*start, int n)   
{  
 int i;  
 for (i = 0; i < n; i++)  
 printf(" %.2x", start[i]);  
 printf("\n");  
}  
  
/\*Main function to call above function for 0x01234567\*/  
int main()  
{  
 int i = 0x01234567;  
 show\_mem\_rep((char \*)&i, sizeof(i));  
 getchar();  
 return 0;  
}

When above program is run on little endian machine, gives “67 45 23 01″ as output , while if it is run on endian machine, gives “01 23 45 67″ as output.

**Is there a quick way to determine endianness of your machine?**  
 There are n no. of ways for determining endianness of your machine. Here is one quick way of doing the same.

#include <stdio.h>  
int main()   
{  
 unsigned int i = 1;  
 char \*c = (char\*)&i;  
 if (\*c)   
 printf("Little endian");  
 else  
 printf("Big endian");  
 getchar();  
 return 0;  
}

In the above program, a character pointer c is pointing to an integer i. Since size of character is 1 byte when the character pointer is de-referenced it will contain only first byte of integer. If machine is little endian then \*c will be 1 (because last byte is stored first) and if machine is big endian then \*c will be 0.  
   
 **Does endianness matter for programmers?**  
 Most of the times compiler takes care of endianness, however, endianness becomes an issue in following cases.

It matters in network programming: Suppose you write integers to file on a little endian machine and you transfer this file to a big endian machine. Unless there is little andian to big endian transformation, big endian machine will read the file in reverse order. You can find such a practical example here.

Standard byte order for networks is big endian, also known as network byte order. Before transferring data on network, data is first converted to network byte order (big endian).

Sometimes it matters when you are using type casting, below program is an example.

#include <stdio.h>  
int main()  
{  
 unsigned char arr[2] = {0x01, 0x00};  
 unsigned short int x = \*(unsigned short int \*) arr;  
 printf("%d", x);  
 getchar();  
 return 0;  
}

In the above program, a char array is typecasted to an unsigned short integer type. When I run above program on little endian machine, I get 1 as output, while if I run it on a big endian machine I get 256. To make programs endianness independent, above programming style should be avoided.  
   
 **What are bi-endians?**  
 Bi-endian processors can run in both modes little and big endian.

**What are the examples of little, big endian and bi-endian machines ?**  
 Intel based processors are little endians. ARM processors were little endians. Current generation ARM processors are bi-endian.

Motorola 68K processors are big endians. PowerPC (by Motorola) and SPARK (by Sun) processors were big endian. Current version of these processors are bi-endians.  
   
 **Does endianness effects file formats?**  
 File formats which have 1 byte as a basic unit are independent of endianness e..g., ASCII files . Other file formats use some fixed endianness forrmat e.g, JPEG files are stored in big endian format.

**Which one is better — little endian or big endian**  
 The term little and big endian came from Gulliver’s Travels by Jonathan Swift. Two groups could not agree by which end a egg should be opened -a-the little or the big. Just like the egg issue, there is no technological reason to choose one byte ordering convention over the other, hence the arguments degenerate into bickering about sociopolitical issues. As long as one of the conventions is selected and adhered to consistently, the choice is arbitrary.

Tags: [Articles](http://www.geeksforgeeks.org/tag/articles/), [Big Endian](http://www.geeksforgeeks.org/tag/big-endian/), [Bit Magic](http://www.geeksforgeeks.org/tag/bit-magic/), [Endianness](http://www.geeksforgeeks.org/tag/endianness/), [Little Endian](http://www.geeksforgeeks.org/tag/little-endian/), [Tutorial](http://www.geeksforgeeks.org/tag/tutorial/)
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