`

## Feature Prediction Using Meta-Heuristic Optimization Algorithms

*Review-2*

### B. Tech

**Computer Science and Engineering**

**By**

### A SAI CHARAN (20BDS0354)

### R PRADEEP KUMAR (20BDS0183)

*Under the guidance of*

*Krishna Raj N,*

*Assistant Professor,*

*SCOPE, VIT, Vellore*

![](data:image/png;base64,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)

**SCHOOL OF COMPUTER SCIENCE AND ENGINEERING**

### VELLORE INSTITUTE OF TECHNOLOGY

**VELLORE 632 014, TAMILNADU, INDIA**

**April 2024**

**Abstract**

Feature selection is paramount in enhancing the performance and interpretability of machine learning models, particularly in supervised classification and regression tasks. This paper presents an investigation into the integration of convolutional neural network (CNN) models such as ResNet, VGG, Inception, and GoogLeNet with binary versions of meta-heuristic algorithms for feature selection in supervised learning tasks, followed by their application to image datasets. The primary focus lies in efficiently identifying discriminative feature subsets for supervised classification and regression, leveraging the strengths of CNN architectures and meta-heuristic techniques including genetic algorithms, particle swarm optimization, simulated annealing, and ant colony optimization. In addition, clustering methods such as the isolation forest algorithm are incorporated to refine feature subsets extracted by CNN models and meta-heuristic algorithms. Through a comprehensive review of existing literature and empirical analysis, we assess the efficacy of these integrated approaches on benchmark datasets for supervised classification and regression tasks. We also investigate their performance on real-world image datasets, providing insights into the challenges and opportunities of image-based feature selection and classification. By demonstrating the effectiveness of these methodologies in supervised learning contexts, particularly in addressing feature selection for classification and regression, this research contributes to advancing the understanding of feature selection techniques and provides valuable guidance for practitioners and researchers in machine learning.

**Introduction**

Computational intelligence and optimization encompass the topic of meta-heuristic optimization techniques. These algorithms are made to effectively search solution spaces for the best or almost best answers to challenging situations. Meta-heuristic algorithms are derived from abstract ideas such as natural events, rather than typical optimization techniques that depend on mathematical equations and derivatives. Feature selection is the process of removing the redundant or the other components which doesn’t contribute much to the dataset while modelling. Existing methodologies like feature selection using Gini index, wrapper and embedded method. In the contemporary world the size of data is usually getting bigger. For processing such large amounts of data heavy compute and storage power is required, which can’t be compensated by all users with existing methods. Existing wrapper models such as RandomForest and Unsupervised methods such as clustering all will face the curse of dimensionality. The Clustering method’s may require the optimized inputs like cluster size, which would again use Elbow-Curve method to find a better value for the number of clusters. The project domain involving meta-heuristic optimization algorithms encompasses various fields, including Engineering Design: Meta-heuristic algorithms are widely used in engineering design problems such as structural optimization, aerodynamic design, and mechanical component design. These algorithms help in finding the best configuration or parameters that satisfy multiple constraints and objectives. Operations Research: Meta-heuristic optimization techniques are extensively applied in operations research problems such as scheduling, logistics, and resource allocation. These algorithms are adept at solving complex combinatorial optimization problems where traditional methods often fail due to the exponential growth of search space. Machine Learning and Data Mining: Meta-heuristic algorithms play a significant role in training complex machine learning models and optimizing their hyperparameters. They are also employed in data mining tasks such as clustering, feature selection, and association rule mining. Finance and Economics Meta-heuristic optimization techniques find applications in financial modeling, portfolio optimization, risk management, and algorithmic trading. They assist in making informed decisions under uncertainty and optimizing investment strategies.

**Literature Survey**

|  |  |  |  |
| --- | --- | --- | --- |
| Title | Author | Description Of Invention | Advantages |
| Innovative  Feature Selection Method Based on Hybrid Sine Cosine and Dipper Throated Optimization Algorithms  (2023) | ABDELAZIZ A. ABDELHAMID , EL-SAYED M. EL-KENAWY 3 , (Senior Member, IEEE), ABDELHAMEED IBRAHIM 4 , (Member, IEEE), MARWA METWALLY EID5 , (Member, IEEE), DOAA SAMI KHAFAGA 6 , AMEL ALI ALHUSSAN 6 , SEYEDALI MIRJALILI7,8, (Senior Member, IEEE), NIMA KHODADADI9 , (Member, IEEE), WEI HONG LIM10, (Senior Member, IEEE), AND MAHMOUD Y. SHAMS11 | Feature selection is crucial in pattern recognition and data mining for identifying relevant features and improving classification algorithms' performance. This problem can be seen as an optimization issue, tackled by meta-heuristic techniques.  This paper proposes a novel hybrid binary meta-heuristic algorithm named **bSCWDTO** for feature selection, combining the **Dipper Throated Optimization (DTO)** and **Sine Cosine (SC)** algorithms. | bSCWDTO Algorithm: This algorithm leverages the exploration strengths of the SC algorithm and the exploitation capabilities of the DTO algorithm. It incorporates:  Sine and cosine search operators: Guide exploration and enhance global search  Local search: Improves exploitation around promising solutions  Levy flight: Enhances exploration diversity  Selection mechanism: Balances exploration and exploitation |
| Centroid mutation-based Search and Rescue optimization algorithm for feature selection and classification(2023) | Essam H. Houssein ∗ , Eman Saber, Abdelmgeid A. Ali, Yaser M. Wazery | Several meta-heuristic algorithms have been explored for this task, including Particle Swarm Optimization (PSO), Genetic Algorithm (GA), and Harmony Search (HS).  The **Centroid Mutation-based Search and Rescue (CMSR) optimization algorithm** emerges as a novel approach for feature selection and classification. It draws inspiration from search and rescue operations, mimicking the collaborative efforts to locate missing individuals.  Fitness: Evaluated based on a combination of classification accuracy and feature relevance.  Search Operators:  Migration: Selected individuals move towards promising areas guided by high-performing solutions.  Local Search: Refines solutions within promising regions using a centroid-based mutation operator.  High-performing individuals guide others towards better solutions.  Selection: Based on fitness and diversity to maintain balance between exploration and exploitation | * Effective exploration and exploitation: Leverages diverse operators for both broad search and focused improvement. * Enhanced classification accuracy: Achieves competitive performance compared to state-of-the-art algorithms on benchmark datasets. * Adaptability: Flexible for various classification tasks and datasets. * Collaboration and rescue mechanisms: Promote population diversity and prevent premature convergence. |
| BMPA-TVSinV: A Binary Marine Predators Algorithm using time-varying sine and V-shaped transfer functions for wrapper-based feature selection.(2023) | Zahra Beheshti | BMPA-TVSinV addresses these challenges by proposing a novel Binary Marine Predators Algorithm (BMPA) with time-varying sine and V-shaped transfer functions. This method builds upon the original MPA algorithm, known for its exploration capabilities, but struggles with exploitation and binary conversion.  Methodology:  Core principles of MPA make  Predators (solutions) move in the search space based on prey location (high-performing solutions).  Lévy flight enhances exploration.  Social interaction fosters collaboration.  Innovations:  Time-varying sine function: Dynamically controls exploration and exploitation throughout iterations.  V-shaped transfer function: Efficiently converts continuous search space values to binary feature selections. | BMPA-TVSinV achieves statistically significant accuracy improvement compared to GA, PSO, and other state-of-the-art feature selection methods on several benchmark datasets, including high-dimensional ones.  The dynamic exploration-exploitation balance driven by the time-varying functions and V-shaped transfer function is credited for this improved performance. |
| Multiclass classification of leukemia cancer data using Fuzzy Support Vector Machine (FSVM) with feature selection using Principal Component Analysis (PCA)(2023) | [Fauzi, Rustam, and Wibowo (2021)](https://www-sciencedirect-com.egateway.vit.ac.in/science/article/pii/S0957417421015463?via%3Dihub" \l "b20) | PCA method coupled with the Fuzzy Support Vectors Machines (FSVM) | Accuracy = 96.92% (obtained by using 60 features). |
| Hierarchical Harris hawks optimizer for feature selection | Lemin Peng, Zhennao Cai, Alisghar Heidari ,Lejun Zhang,Huiling Chen | The Hierarchical Harris Hawks Optimizer (EHHO) addresses these limitations by introducing a hierarchical structure to the traditional HHO algorithm. This approach aims to improve its effectiveness in feature selection tasks.  Methodology:  Hierarchical structure:  Multiple levels, each representing a subset of features.  Information exchange between levels allows exploitation of promising features across different scales.  Modified operators:  Exploration and exploitation phases adapted for the hierarchical structure, including modified levy flight and escape mechanisms.  Feature subset evaluation integrated into the optimization process.  Selection:  Selection within and between levels ensures diversity and promotes convergence towards improved feature subsets. | Accuracy:  EHHO exhibits superior accuracy compared to traditional HHO, GA, PSO, and other feature selection methods, particularly on high-dimensional and complex datasets.  The hierarchical structure facilitates efficient information exchange and exploitation of relevant features across different scales, contributing to this improved performance. |

|  |  |  |
| --- | --- | --- |
| Title | Author | Inference |
| Feature selection using Ant Colony optimization for microarray data classification | Sanjay Prajapati  Himansu Das  Mahendra Kumar Gourisaria | Microarray datasets have high dimensions and feature selection is important for high-dimensional data. The paper proposes Ant Colony Optimization (ACO) combined with Logistic Regression (LR), Decision Tree (DT), and Random Forest (RF) algorithms for feature selection.  The ACO algorithm is used to select the next feature based on a probability value, and the selected features are added to the ant's solution.  The solutions obtained by the ants are represented in binary form.  The accuracy and fitness levels of different algorithmic models and datasets are compared to evaluate the performance of the proposed approach.  The paper results that both Random forest and logistic regression perform well when used with ACO feature selection.  Limitation - The paper does not provide a detailed analysis of the computational complexity or runtime of the proposed ACO feature selection method. |
| Adaptive fuzzy neighbourhood based multilabel feature selection with ant colony optimization | Lin Sun, Yusheng Chen, Weiping ding, jiucheng xu, yuanyuan ma | The proposed adaptive fuzzy neighbourhood-based multilabel feature subset selection approach with ant colony optimization (ACO) achieved excellent results in terms of five metrics (AP, CV, RL, HL, and OE) on six multilabel datasets. It outperformed several comparative algorithms, including PMU, MUCO, MCLS, MFSR, MFSFS, and MFSMR, in terms of classification efficiency .  The algorithm demonstrated optimal performance in terms of AP, CV, RL, and HL indicators on all datasets, while slightly lower performance was observed in the OE index on the Computer and Yeast datasets due to the presence of negative feature values and large differences between feature values .  Comparative analysis with state-of-the-art algorithms, such as CDR, MLFSNRS, RDPM, NRFSFN, and MLACO, further confirmed the effectiveness of the proposed algorithm in achieving optimal feature subsets for multilabel classification.  The paper also acknowledges some limitations, such as the inability to fully weaken the influence of redundant features and the need for further exploration of uncertainty measures to improve multilabel classification |
| Ant-ehfs: Ant colony optimization equipped with an ensemble of heuristics through fuzzy logic for feature selection | N.Z. Joodaki , M.B. Dowlatshahi , and M. Joodaki | The paper utilizes Ant Colony Optimization (ACO) as the main optimization algorithm for feature selection .  An ensemble of heuristics is employed, which combines multiple feature selection methods to improve the efficiency and performance of feature selection .  Fuzzy logic is used to address uncertainty in the ranks of feature selection methods and calculate the trustworthiness rate for each feature  Three feature selection methods (Maximal Information Coefficient, t-test, and RF S) are individually operated to rank the features  The Euclidean Distance between each pair of features is computed as a heuristic, and a weighted graph is constructed based on the combination of the two heuristics  ACO is applied to the complete graph, where each ant considers the reliability rate and Euclidean Distance of the destination node for moving between nodes.  The proposed method is compared with five ensemble feature selection methods and eight primary feature selection methods on high-dimensional datasets to evaluate its performance |
| The Integration of Genetic and Ant Colony Algorithm in a Hybrid Approach | Apostolos Tsagaris Panagiotis Kyratsis Gabriel Mansour | The paper proposes an improved genetic algorithm that combines ant colony algorithm for path optimization .  The hybrid algorithm utilizes the global search features of the ant colony optimizer and the stepwise search features of the genetic algorithm to improve the optimal parameters and accelerate the finding of the optimal solution .  The experimental results show that the proposed algorithm can automatically obtain better parameters, especially in its initial values, and achieve better solution accuracy, robustness, and efficiency compared to a simple genetic algorithm .  The hybrid algorithm was tested on a TSP problem and has applications in spatial mechanics systems such as CNC machining, robotic systems, and Coordinate Measuring Machines (CMM)  The proposed methodology starts with the ants' algorithm, which feeds the initial conditions to the genetic algorithm, aiming to improve the application of the hybrid model. |
| Improved ACO Rank-Based Algorithm for Use in Selecting Features for Classification Models | Roberto Alexandre Delamora, Bruno Nazario Coelho and Jodelson Aguilar Sabino | The paper proposes an improvement in the general construction of the Ant Colony Optimization (ACO) algorithm, specifically the Rank-based version by Bullnheimer et al., for feature selection in classification models.  The proposed approach aims to increase the overall efficiency of the ACO algorithm by making improvements and adjustments to the subset evaluation process in the original Rank-based version.  The modified version, called ACOFS rank, randomly places ants on the remaining features and uses the statistical correlation metric, specifically Spearman Correlation, to build the model's matrix.  The proposed algorithm is evaluated on several real-life datasets from the UCI machine-learning repository and compared with the WFACOFS method by Ghosh et al., showing better performance in most cases.  The limitations of the ACO algorithm itself, such as its sensitivity to parameter settings or its convergence properties, are not discussed in the paper. |

**Requirement Analysis**