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# Introduction

It will consist of an introductory paragraph, analyzing the problem to be solved.

Expose initial state: physic design, and prototypic workload (frequent processes) composition and cost. State the goal and summarize the steps you are about to follow for attaining it.

# Analysis

*Describe the setting: the current (initial) physical design and the prototypical workload (frequent processes). Add a screenshot with the (initial) average cost of the workload.*

*For each sentence in the workload (each query) find out, explain, and analyze the execution plan and basic statistics (focusing on consistent gets and timing). Point out the weaknesses and strengths of the initial physical design according to the needs of your specific problem (the workload). Incorporate screenshots of performance as you deem appropriate.*

*Propose improvements to the physical design based on the analysis of each instruction run individually, and comment on the expected benefits and the drawbacks that it could bring about on the global system (if any).*

## Output of the RUN\_TEST PROCEDURE

The run test procedure was run with 10 as the input for the number of iterations. The result obtained was:

begin

2 pKG\_COSTES.RUN\_TEST(10);

3 end;

4 /

Iteration 1

Iteration 2

Iteration 3

Iteration 4

Iteration 5

Iteration 6

Iteration 7

Iteration 8

Iteration 9

Iteration 10

RESULTS AT 23/04/2025 17:41:45

TIME CONSUMPTION (run): 1069.1 milliseconds.

CONSISTENT GETS (workload):60493 acc

CONSISTENT GETS (weighted average):6049.3 acc

PL/SQL procedure successfully completed.



From this output we can analyse two important pieces of information.

1. The time consumption for the tests was of: **1069.1 milliseconds**
2. The consistent gets (weighted average) had: **6049.3 acc**

After developing all optimizations the tests will be run again to check if the development made any change (we hope so) and analyse the quantity of that change.

## QUERY 1: Analisis (If checking this remember to comment out the cluster at first)

Given the first query:

select \* from editions where pub\_place='…'; -- values like 'Madrid', 'Segovia', or 'Barataria', to name a few examples



We’ll perform an initial analysis by setting the autotrace and executing queries for Madrid and Segovia.

SQL> select \* from editions where pub\_place='Madrid';

82450 rows selected.

Execution Plan

----------------------------------------------------------

Plan hash value: 1741989577

------------------------------------------------------------------------------

| Id | Operation | Name | Rows | Bytes | Cost (%CPU)| Time |

------------------------------------------------------------------------------

| 0 | SELECT STATEMENT | | 89905 | 84M| 2055 (1)| 00:00:01 |

|\* 1 | TABLE ACCESS FULL| EDITIONS | 89905 | 84M| 2055 (1)| 00:00:01 |

------------------------------------------------------------------------------

Predicate Information (identified by operation id):

---------------------------------------------------

1 - filter("PUB\_PLACE"='Madrid')

Note

-----

- dynamic statistics used: dynamic sampling (level=2)

Statistics

----------------------------------------------------------

42 recursive calls

88 db block gets

13125 consistent gets

7688 physical reads

16888 redo size

17923108 bytes sent via SQL\*Net to client

60829 bytes received via SQL\*Net from client

5498 SQL\*Net roundtrips to/from client

0 sorts (memory)

0 sorts (disk)

82450 rows processed

SQL>

SQL> select \* from editions where pub\_place='Segovia';

71 rows selected.

Execution Plan

----------------------------------------------------------

Plan hash value: 1741989577

------------------------------------------------------------------------------

| Id | Operation | Name | Rows | Bytes | Cost (%CPU)| Time |

------------------------------------------------------------------------------

| 0 | SELECT STATEMENT | | 83 | 82087 | 2054 (1)| 00:00:01 |

|\* 1 | TABLE ACCESS FULL| EDITIONS | 83 | 82087 | 2054 (1)| 00:00:01 |

------------------------------------------------------------------------------

Predicate Information (identified by operation id):

---------------------------------------------------

1 - filter("PUB\_PLACE"='Segovia')

Note

-----

- dynamic statistics used: dynamic sampling (level=2)

Statistics

----------------------------------------------------------

6 recursive calls

2 db block gets

7649 consistent gets

7553 physical reads

0 redo size

16787 bytes sent via SQL\*Net to client

418 bytes received via SQL\*Net from client

6 SQL\*Net roundtrips to/from client

0 sorts (memory)

0 sorts (disk)

71 rows processed

SQL>



We can see that the autotrace shows us a lot of data, from this data, the important output we focus on is the number of reads and consistent gets for each query:

* **MADRID:** 13125 consistent gets ; 7688 physical reads
* **SEGOVIA:** 7649 consistent gets ; 7553 physical reads

We can also use the following query to see the data of all tables to see the editions data, this analysis will also be useful for

## QUERY 2: Analisis

## QUERY 3: Analisis

## QUERY 4:Analisis (If checking this remember to comment out the cluster first)

Given the fourth query:

select \* from editions;

We’ll perform the analisis with the autotrace. Besides, we’ll also use the output of last part of the analysis performed for the first query

The output after performing the query with the autotrace on is:

SQL> select \* from editions;

240632 rows selected.

Execution Plan

----------------------------------------------------------

Plan hash value: 1741989577

------------------------------------------------------------------------------

| Id | Operation | Name | Rows | Bytes | Cost (%CPU)| Time |

------------------------------------------------------------------------------

| 0 | SELECT STATEMENT | | 241K| 49M| 2093 (1)| 00:00:01 |

| 1 | TABLE ACCESS FULL| EDITIONS | 241K| 49M| 2093 (1)| 00:00:01 |

------------------------------------------------------------------------------

Statistics

----------------------------------------------------------

96 recursive calls

0 db block gets

23391 consistent gets

57 physical reads

0 redo size

57394306 bytes sent via SQL\*Net to client

176810 bytes received via SQL\*Net from client

16044 SQL\*Net roundtrips to/from client

5 sorts (memory)

0 sorts (disk)

240632 rows processed



As in previous queries we focus on the consistent gets and physical reads, there is a total of **23359 consistent gets** and **7857 physical reads**

**ADD RESULTS HERE**

# Physical Design

*Following the analysis done in the previous section, settle a complete physical design of the whole DB (at least one, yet you can propose several alternatives). Improvements may include changes in base organizations (hashing, clustering), auxiliary organizations (indexes), redundancies (immediately refreshed materialized views), DB block (bucket) parameters, etc.*

*Notice that some improvements aimed at improving a given part of the workload could worsen other operations. Justify every design decision.*

## QUERY 1: Physical design

In order to optimize the query we’ll see three methods used.

1. Creation of indexes.

We’ll create a secondary index on editions. After this we’ll perform our queries with the index hint so that the index search is forced and we have no doubts that we are using the index we just created.

create index idx\_ed1 on editions(pub\_place);

-- Check the query is being executed with the index

select \* from editions where pub\_place='Madrid';

-- If not, force the query to execute with the index

select /\*+ index(editions) \*/ \* from editions

where pub\_place='Madrid';

-- For trying with segovia

select /\*+ index(editions) \*/ \* from editions

where pub\_place='Segovia';

-- For madrid, it is better to do a fullscan

select /\*+ full(editions) \*/ \* from editions

where pub\_place='Madrid';



Now we need to analyze what this index did by running again the autotrace on both queries. After doing so we find that:

**ADD RESULTS HERE**

* We see that for Madrid, the number of entries is higher than the initial one, this is not good.   
  **Value of entries before:  
  Value of entries after:**
* However it works for low-coincidence values, it is more efficient, see with segovia where the number of entries decreases  
  **Value of entries before:   
  Value of entries after:**

After looking at the results we can also think about performing a full scan with Madrid (as shown in the code above), with that we see that the full scan is more optimal than the secondary index search.

1. Because the index is not really making that much of a difference for madrid we’ll implement a cluster on the *pub\_place* property of the editions table.

drop cluster places;

create cluster places(pub\_place varchar2(50));

create table editions(..) cluster places(pub\_place);

create index idx\_places on cluster places;



The editions table of the NEW\_creation.sql script is then modified as:

CREATE TABLE Editions(

ISBN VARCHAR2(20),

TITLE VARCHAR2(200) NOT NULL,

AUTHOR VARCHAR2(100) NOT NULL,

LANGUAGE VARCHAR2(50) default('Spanish') NOT NULL,

ALT\_LANGUAGES VARCHAR2(50),

EDITION VARCHAR2(50),

PUBLISHER VARCHAR2(100),

EXTENSION VARCHAR2(50),

SERIES VARCHAR2(50),

COPYRIGHT VARCHAR2(20),

PUB\_PLACE VARCHAR2(50),

DIMENSIONS VARCHAR2(50),

PHY\_FEATURES VARCHAR2(200),

MATERIALS VARCHAR2(200),

NOTES VARCHAR2(500),

NATIONAL\_LIB\_ID VARCHAR2(20) NOT NULL,

URL VARCHAR2(200),

CONSTRAINT pk\_editions PRIMARY KEY(isbn),

CONSTRAINT uk\_editions UNIQUE (national\_lib\_id),

CONSTRAINT fk\_editions\_books FOREIGN KEY(title,author) REFERENCES books(title,author)

) cluster places(pub\_place);



See that the cluster is added in the last line.   
  
After the cluster we obtain the following results.

**ADD RESULTS HERE**

1. Finally, we’ll analyze the performance after using a hashkeys table to see if it is better or worse than when using the index, for that we first modify the creation of the cluster to use the hashkeys instead of the index:

drop cluster places;

create cluster places(pub\_place varchar2(50))

single table Hashkeys 251;

create table editions(..) cluster places(pub\_place);



After performing this change the analysed results are:

**ADD RESULTS HERE**

# Evaluation

You have measured the performance of the initial physical design and stated it. After implementing your improved physical design and measured the new performance, compare both and analyze the results obtained (comment divergences with expected results). Add screenshots for backing your evaluation.

# Concluding Remarks

Firstly, make conclusions on the work and the results obtained. Reflex on (defend or criticize) the achieved result (if you think it is good, explain why).

After stating your results, comment on your achievement through this *labwork*, and all assignments in general: required effort, knowledge gain, progress, etc. You can also propose improvements for further editions (focus, size of the problem, requested items, deadlines, supporting materials, etc.). Finally, you can add comments on the whole course (lacks in the syllabus, issues you would like to study more deeply, non-useful issues, etc.).