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**Resumen (castellano)**

Los sistemas de recomendación se han convertido en una pieza clave en internet, bien sea navegando a través de artículos científicos (Mendeley), música (Spotify, Last.fm), películas o vídeos (Netflix, IMDB, YouTube), personas (LinkedIn, Facebook, Twitter), así como plataformas online de venta de infinidad de productos (Amazon).

Dichos sistemas de recomendación están motivados a su vez por el crecimiento exponencial que ha experimentado la web en los últimos años y con la aparición de gran contenido digital.

Se caracterizan por observar la actividad de los usuarios y aprovecharla para predecir cuáles son los intereses de éstos, según los cuales se presentarán unos productos u otros, de una forma individual y personalizada.

En este TFG se explorará un tipo de algoritmo de recomendación muy habitual: vecinos cercanos. Estos algoritmos se suelen utilizar para hacer recomendaciones basadas en similitudes entre usuarios o entre objetos, siendo de esta forma un tipo de filtrado colaborativo; sin embargo, si la similitud tiene en cuenta atributos de los usuarios o de los objetos, también se podría utilizar para algoritmos basados en contenido. Este potencial permite, en principio, que se puedan utilizar en multitud de dominios, teniendo la ventaja adicional de que su salida es fácil de interpretar y analizar.

En este trabajo se plantea diseñar e implementar un framework de recomendación orientado a generar y evaluar recomendaciones basadas en este tipo de algoritmos, por ello los objetivos principales serán el obtener implementaciones generales, así como que se ejecuten de la forma más eficiente posible.

**Abstract (English)**

Recommender systems have become a key element in the internet in different aspects such as scientific articles browsing (Mendeley), music (Spotify, Last.fm), movies (Netflix, IMDB), people (LinkedIn, Facebook, Twitter), even online selling platforms (Amazon). Those recommender systems are also motivated by the exponential growth experimented by the web in the past years and with the appearance of substantial quantity of digital content.

are characterised by taking advantage of observing user´s activity to predict their interests. This results will be presented differently each time in an individual and personalised way.

In this bachelor, it will be explored a very common kind of recommendation algorithm: k-nearest neighbours (knn). These algorithms are usually used to make recommendations based on similarities between users or items, being that way a kind of collaborative filtering; however, if the similarity considers user´s or items attributes, it also will be possible to use it for content-based algorithms. This potential allows to use them in many domains, having the advantage of the easily interpretable and analysable output.

This work contemplates to design and implement a recommender framework oriented to generate and evaluate recommendations based on these kind of algorithms, therefore the principal objectives will be to obtain general implementations which will be executed in the most efficient way.

**Palabras clave (castellano)**

Sistema de recomendación, Framework, vecinos cercanos (knn), filtrado colaborativo, algoritmo basado en contenido.

**Keywords (inglés)**

Framework, nearest neighbours (knn), collaborative filtering, content-based.
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# Introducción

Los sistemas de recomendación son herramientas software y técnicas que proveen al usuario de elementos interesantes afines a sus gustos. Éstas recomendaciones están relacionadas con las acciones que lleva a cabo el usuario: productos comprados, música que escucha, libros que lee… etc.

“Ítem” es un término general usado para referirse a lo que el sistema recomienda a los usuarios, pueden tener valor positivo (si es útil para un usuario) o negativo (si no aporta nada al usuario).

## Motivación

Este trabajo de fin de grado se ha realizado con la intención de crear un framework dónde sea posible la comparación de resultados para recomendaciones generadas con el algoritmo knn y todas sus variantes posibles, esto viene a su vez motivado por la manera en que se mide la tasa de error en una recomendación.

Inicialmente, la mayoría de recomendadores eran evaluados con las métricas que mejor funcionaban en buscadores como MAE (mean average error) o RMSE (root mean squared error), tiempo después se comprobó que no eran las más adecuadas para evaluar un sistema de recomendación, por lo que ciertos resultados han de ser recalculados, ofreciendo la posibilidad de que se produzcan variaciones respecto a estudios pasados realizados con dichas métricas.

Es por esto que el método de evaluación en este trabajo tendrá presente las tres métricas que creemos más influyentes actualmente: precisión, recall y NDCG (Normalized Cumulative Discounted Gain).

## Objetivos

El objetivo principal es averiguar cuál de las variantes estudiadas arroja mejores resultados. Para ello, simplemente será necesario buscar en la tabla comparativa de resultados la combinación deseada, que devolverá los valores de las distintas métricas de error.

Esto es importante ya que los sistemas de recomendación ofrecen una serie de ventajas a las plataformas de productos online:

* Incrementar el número de ítems vendidos: ya que a cada usuario se le muestra primero lo que potencialmente más le atrae.
* Aumentar la diversidad: Una característica es generar diversidad en las recomendaciones, sugiriendo al usuario ítems similares a sus gustos con un índice de popularidad menor.
* Incrementar la satisfacción del usuario.
* Incrementar la fidelidad del usuario.

## Organización de la memoria

La memoria consta de los siguientes capítulos:

* **…**

# Estado del arte

## Subsección

### Subsubsección
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# Diseño

## Subsección

### Subsubsección

Users of a RS, as mentioned above, may have very diverse goals and characteristics.

In order to personalize the recommendations and the human-computer

interaction, RSs exploit a range of information about the users. This information

can be structured in various ways and again the selection of what information to

model depends on the recommendation technique.

For instance, in collaborative filtering, users are modeled as a simple list containing

the ratings provided by the user for some items. In a demographic RS, sociodemographic

attributes such as age, gender, profession, and education, are used.

User data is said to constitute the user model [21, 32]

Users can also be described by their behavior pattern data, for example, site

browsing patterns (in a Web-based recommender system) [107], or travel search

patterns (in a travel recommender system) [60]. Moreover, user data may include relations

between users such as the trust level of these relations between users (Chapter

20). A RS might utilize this information to recommend items to users that were

preferred by similar or trusted users.

In fact, ratings are the most popular form of transaction data that a RS collects.

These ratings may be collected explicitly or implicitly. In the explicit collection of

ratings, the user is asked to provide her opinion about an item on a rating scale.

According to [93], ratings can take on a variety of forms:

*•* Numerical ratings such as the 1-5 stars provided in the book recommender associated

with Amazon.com.

*•* Ordinal ratings, such as “strongly agree, agree, neutral, disagree, strongly disagree”

where the user is asked to select the term that best indicates her opinion

regarding an item (usually via questionnaire).

*•* Binary ratings that model choices in which the user is simply asked to decide if

a certain item is good or bad.

*•* Unary ratings can indicate that a user has observed or purchased an item, or

otherwise rated the item positively. In such cases, the absence of a rating indicates

that we have no information relating the user to the item (perhaps she purchased

the item somewhere else).

Another form of user evaluation consists of tags associated by the user with the

items the system presents

Amazon.com she will be provided with a long list of books. In return, the user may

click on a certain book on the list in order to receive additional information. At this

point, the system may infer that the user is somewhat interested in that book.

Content-based: The system learns to recommend items that are similar to the

ones that the user liked in the past. The similarity of items is calculated based on the

features associated with the compared items. For example, if a user has positively

rated a movie that belongs to the comedy genre, then the system can learn to recommend

other movies from this genre.

Collaborative filtering: The simplest and original implementation of this approach

[93] recommends to the active user the items that other users with similar

tastes liked in the past. The similarity in taste of two users is calculated based on

12 Francesco Ricci, Lior Rokach and Bracha Shapira

the similarity in the rating history of the users. This is the reason why [94] refers

to collaborative filtering as “people-to-people correlation.” Collaborative filtering is

considered to be the most popular and widely implemented technique in RS.
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API Application Programming Interface
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