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# Título del trabajo

El título del trabajo a desarrollar será: “Arquitectura Transformer: Análisis del estado del arte de modelos LLM y su integración en el desarrollo de aplicaciones impulsadas por IA”.

# Profesor guía propuesto

La Mg. Lic. María Lorena Talamé de la Universidad Católica de Salta ha sido seleccionada como directora propuesta para liderar el seguimiento y acompañamiento del proyecto, Esto debido a la relación con el docente y su amplio conocimiento en materia de investigación e inteligencia artificial.

# Breve descripción del trabajo

El presente trabajo tiene por objetivo explorar los fundamentos de la arquitectura Transformer, explicando cuales fueron los hitos previos en el mundo del Machine Learning que dieron lugar a su surgimiento y realizar un análisis del estado del arte actual de los LLMs más populares, tanto de naturaleza Open Source como freemium. Se busca conocer con certeza el alcance actual de una tecnología que hoy en día se encuentra en boca de todos. A su vez, explorar el ecosistema de framewokrs, herramientas y abstracciones creadas por la comunidad que permiten aprovechar los modelos de lenguaje en el desarrollo de aplicaciones impulsadas por Inteligencia Artificial, como lo son motores de búsqueda, asistentes “ChatBot”, apps para resumir información o extracción de ideas principales etc.

El resultado final de este trabajo es producir un documento que condense la información actual y explique en profundidad esta arquitectura que da sustento a modelos como GPT3, Llama2,BERT,Falcon40B,entro otros. Acompañado del desarrollo de pequeñas pruebas de concepto y aplicaciones web como las mencionadas anteriormente, que permitan demostrar el alcance actual de esta tecnología y como incorporarla en el desarrollo de aplicaciones.

## Objetivo General

El objetivo principal será producir un documento que condense la información disponible y explique en profundidad esta arquitectura, acompañado de pruebas de concepto y aplicaciones web, que permitan demostrar el alcance actual de esta tecnología y como incorporarlas en el flujo de desarrollo de software.

Formando un potente recurso que apunta a lograr un entendimiento completo del tema. Y que, en un futuro, pueda servir como material bibliográfico para cualquiera que esté interesado en estudiar esta rama de los modelos generativos.

## Objetivos Específicos

Los objetivos propuestos en el marco del presente trabajo serán:

1. **Investigación sobre la arquitectura Transformer:** El trabajo requiere investigar principalmente sobre los papers originales, complementándolos con artículos científicos, masterclasses, seminarios y charlas informativas, con el objetivo de recopilar toda la información necesaria para obtener un dominio completo sobre el tema.
2. **Desarrollo de Notebooks:** Utilizare Jupyter Notebooks para explorar los diferentes componentes de la arquitectura, realizar pruebas de concepto y demostraciones prácticas escritas en Python, junto a explicaciones detalladas.
3. **Investigar sobre los LLMs más populares:** El objetivo es realizar una investigación de los modelos de lenguaje más populares usados por la comunidad actualmente, tanto Open Source como freemium, con el objetivo de realizar un análisis comparativos, teniendo en cuenta sus dimensiones y rendimiento bajo una serie de pruebas orientadas a la practicidad y utilidad del modelo.
4. **Explorar el ecosistema de las aplicaciones impulsadas por IA:** Contando con un entendimiento bien formado sobre los LLM me dispondré a explorar el ecosistema de herramientas y librerías como LangChain, CTransformer, BitsAndBytes, StreamLit, ChainLit, entre otras. Para comprender cual es el paradigma a seguir a la hora de pensar y desarrollar servicios, aplicaciones y abstracciones sobre modelos del lenguaje de estas características.
5. **Desarrollo de aplicaciones impulsadas por IA:** El objetivo será, utilizando los conocimientos sobre el ecosistema de desarrollo, construir aplicaciones traten de resolver problemáticas reales o que puedas extenderse con tal fin. Esto incluirá asistentes “ChatBots”, motores de búsqueda, aplicaciones orientadas al tratamiento de información: resúmenes, extracción de ideas principales, creación de herramientas de estudio, etc.

# Alcances del trabajo

El alcance del trabajo incluirá los siguientes aspectos:

1. **Exploración de la Arquitectura Transformer y su contexto histórico:** El trabajo se enfocará en investigar los fundamentos de la arquitectura Transformer, incluyendo hitos anteriores en el campo del Machine Learning que llevaron a su desarrollo. Esto requerirá revisar los papers originales, así como artículos científicos, seminarios y charlas informativas para obtener un conocimiento completo y profundo de esta arquitectura.
2. **Análisis del estado del arte de LLMs:** Se examinará el panorama actual de los Modelos de Lenguaje de Aprendizaje Profundo (LLMs) tanto Open Source como freemium. Esto incluye una investigación exhaustiva sobre modelos más populares como GPT-3, Llama2, BERT, Falcon40B y otros. Se realizarán análisis comparativos, considerando aspectos como dimensiones y rendimiento mediante pruebas prácticas.
3. **Exploración del ecosistema de desarrollo de IA:** Se Explorará el ecosistema de herramientas, frameworks y abstracciones creadas por la comunidad para aprovechar los modelos de lenguaje en aplicaciones de Inteligencia Artificial. Se estudiarán librerías como LangChain, CTransformer, BitsAndBytes, StreamLit y ChainLit, con el objetivo de documentar y comprender los paradigmas y enfoques para desarrollar aplicaciones impulsadas por modelos de lenguaje.
4. **Desarrollo de aplicaciones prácticas de IA:** El trabajo incluirá la creación de pequeñas pruebas de concepto y aplicaciones web que demuestren el alcance actual de la tecnología de LLMs y cómo se pueden incorporar en aplicaciones del mundo real. Esto comprenderá la construcción de asistentes "ChatBot", motores de búsqueda y aplicaciones orientadas al procesamiento de información, como resúmenes y extracción de ideas principales.

# Institución, empresa u organización

Todos Los avances, documentos, aplicaciones y pruebas de concepto obtenidos serán puestos a disposición del Departamento de Ingeniería en Informática de la Universidad Católica de Salta. Con el objetivo de servir como una guía de estudio del tema.

# Metodología y/o procedimiento a utilizar

Para abordar este proyecto de manera efectiva, se puede adoptar una metodología en la que se combinen enfoques iterativos y fases específicas para la etapa de investigación. La etapa construcción de software, utilizara una adaptación del enfoque en cascada. Esto permitirá una adaptación constante a los nuevos hallazgos de la investigación en un ámbito tan dinámico como los es el de las IA generativas text-to-text y un proceso controlado en desarrollo de las aplicaciones.

**Fase de Investigación:**

1. **Definición de Objetivos de Investigación:**

Establecer claramente los objetivos específicos de la investigación, como la comprensión profunda de la arquitectura Transformer, la identificación de hitos históricos relevantes y el análisis del estado actual de los LLMs.

2. **Recopilación de Información:**

Investigar los papers originales sobre la arquitectura Transformer y sus precursores en el campo del Machine Learning. Complementando con artículos científicos, tutoriales, seminarios y charlas informativas para condensar la información y obtener una comprensión completa del tema.

3. **Análisis Comparativo de LLMs:**

Investigar y comparar los modelos de lenguaje más populares (GPT-3, Llama2, BERT, Falcon40B, entre otros). Evaluar sus características, ventajas y limitaciones. Realizar pruebas prácticas y mediciones de rendimiento bajo diversos escenarios.

4. **Exploración del Ecosistema de Desarrollo:**

Investigar herramientas y librerías utilizadas para desarrollar aplicaciones impulsadas por IA, como LangChain, CTransformer, BitsAndBytes, StreamLit, etc. Comprender sus características y cómo se integran con los modelos de lenguaje.

**Fase de Construcción de Software:**

Para cada una de las aplicaciones y pruebas de conceptos que complementaran la investigación se opta por basarse en el enfoque de "desarrollo en cascada". Este enfoque implica la realización de actividades secuenciales y claramente agrupadas en fases o ciclos. La decisión de utilizar este enfoque se debe a la naturaleza de las aplicaciones a construir y al hecho de que el equipo de desarrollo contara con una sola persona, lo cual no requiere priorizar las comunicaciones internas dentro del equipo. Con este enfoque metodológico, se espera lograr un desarrollo estructurado y efectivo de las aplicaciones impulsadas por IA.

1. **Requisitos de la Aplicación:** En esta fase inicial, se definirán los requisitos específicos de cada aplicación. Su objetivo principal, funcionalidades clave y cuál es el caso de uso que pretende demostrar.
2. **Diseño:** Se creará un diseño detallado de la arquitectura de cada aplicación. Esto incluirá la estructura general, la interacción de los componentes y cómo se integrarán los modelos de lenguaje. Además, se diseñará la interfaz de usuario con consideraciones de usabilidad y experiencia del usuario.
3. **Implementación:** En esta fase, se llevará a cabo la codificación de cada aplicación según los diseños previamente establecidos. Poniendo en práctica las herramientas del ecosistema sobre las cuales se investigó previamente.
4. **Pruebas:** Se realizarán pruebas para verificar el rendimiento de las aplicaciones enfocándose en la interacción con los LLMs y las directivas utilizadas para definir cada una de las tareas dentro del flujo.

# Plan de trabajo

A continuación se proporciona un plan de trabajo tentativo para el proyecto

Fase de Investigación:

1. Definición de Objetivos de Investigación (Duración: 1 semana):

- Establecer los objetivos específicos de la investigación, detallando lo que se espera lograr en cada uno.

2. Recopilación de Información (Duración: 3 semanas):

- Investigar papers originales de la arquitectura Transformer y su contexto histórico en el campo del Machine Learning.

- Complementar la investigación con artículos científicos, tutoriales, seminarios y charlas informativas para obtener una comprensión profunda.

3. Análisis Comparativo de LLMs (Duración: 2 semanas):

- Definir, Investigar y comparar los modelos de lenguaje más populares

- Evaluar sus características, ventajas y limitaciones.

- Realizar pruebas prácticas y mediciones de rendimiento bajo diferentes escenarios.

4. Exploración del Ecosistema de Desarrollo (Duración: 2 semanas):

- Investigar herramientas y librerías utilizadas para desarrollar aplicaciones impulsadas por IA, como LangChain, CTransformer, BitsAndBytes, StreamLit, etc.

- Comprender cómo se integran con los modelos de lenguaje y cuál es el paradigma a seguir en el desarrollo de aplicaciones impulsadas por IA.

**Fase de Construcción de Software:**

1. Requisitos de la Aplicación (Duración: 1 semana):

- Definir claramente los requisitos específicos de cada aplicación, incluyendo su objetivo principal y funcionalidades clave.

2. Diseño (Duración: 2 semanas):

- Crear un diseño detallado de la arquitectura de cada aplicación, incluyendo la interacción de los componentes y la integración de los modelos de lenguaje.

- Diseñar la interfaz de usuario para garantizar la usabilidad y la experiencia del usuario.

3. Implementación (Duración: 4 semanas):

- Codificar cada aplicación según los diseños previamente establecidos.

- Utilizar las herramientas, librerías y APIs del ecosistema de desarrollo de IA investigadas en la fase anterior.

4. Pruebas (Duración: 3 semanas):

- Realizar pruebas exhaustivas para verificar el rendimiento y la funcionalidad de las aplicaciones.

- Enfocarse en la interacción con los LLMs y en la precisión de las tareas definidas para cada aplicación.

**Evaluación y Presentación Final:**

1. Evaluación del Proyecto (Duración: 1 semana):

- Comparar los resultados obtenidos con los objetivos establecidos en la fase de investigación y desarrollo.

- Identificar posibles ajustes y mejoras necesarias en las aplicaciones.

2. Elaboración del Documento Final (Duración: 2 semanas):

- Crear un documento completo que condense la información sobre la arquitectura Transformer, el análisis de LLMs y la descripción detallada de las aplicaciones desarrolladas.

- Incluir resultados, conclusiones y recomendaciones.

Duración Total del Proyecto: Aproximadamente 21 semanas

Este plan de trabajo permitirá abordar de manera efectiva la investigación, el desarrollo de aplicaciones y la presentación final, abarcando el objetivo del proyecto en su totalidad. Cabe aclarar que las estimaciones de tiempo son tentativas y pueden sufrir modificaciones.
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