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# 1. Introduction

## 1.1 Motivation

One of the fastest-moving parts of the global automotive industry is the used car market. Each year, millions of cars are sold and bought in the second-hand market and their prices are influenced by a lot of factors like brand, model, mileage, year of production, engine, transmission and fuel type (gasoline, diesel, hybrid, electric). For buyers who are not aware of the details in the pricing of vehicles it can lead to overpaying. On the other side, for sellers, inaccurate research on how they should price their vehicle may lead to losses or overpricing it which will cause delays in selling.

Usually, the valuation of vehicles is handled manually or by online platforms that rely on historical average (Amik et al.). However, these methods are not the most optimal as of today. Expert-based evaluations can be subjective, time-consuming and difficult to scale across large markets (Alnajim et al.). Using online platforms, while they are automated way to predict prices, they often fail to make the right prediction (Pal et al.; Amik et al.). These inaccuracies can cause a huge financial damage to the sellers because the market is very competitive.

Machine learning (ML) gives us a new and improved way to predict prices for vehicles. By using large datasets from previously sold vehicles, ML can find patterns. ML can find relations in data that is non-linear like such as brand, model, mileage, year of production which will lead to calculations which are more precise. Using supervised algorithms such as linear regression, gradient boosting, random forest accuracy is significantly improved compared to manual and rule-based techniques (Amik et al.; Alnajim et al.; Pal et al.).

The motivation behind this project is to make a working ML-powered web application that can give correct predictions to prices on used vehicles given their key attributes. Both buyers and sellers can benefit from such system because it will introduce a lot more transparency and reducing the risk of overvaluation or undervaluation. It will make dealerships more competitive as they are now going to be able to adapt to the price changes much quicker. This project can also be of use of academic purpose as it shows how ML techniques can be applied to help a real-world business problem. In this way, the project how data-centric approaches can be used to modernize an industry which relies on subjective judgement.

## 1.2 Project Overview

The project is a data-driven web application which is going to be predicting price of used vehicles. The backend is implemented with .NET which is consisting of all the prediction algorithms and endpoints which are going to be hit by the frontend which is implemented in TypeScript with React. The purpose of the web-app is to demonstrate how machine learning algorithms can be used to generate accurate car valuations which is going avoid the current method of judging which rely on humans and old rigid rule-based calculators.

In its core the application integrates several machine learning algorithms, including Linear Regression, Gradient Boosting and Random Forest. These algorithms will be trained on publicly available used-cars datasets, which contain the following information: brand, model, year of production, transmission, engine type and fuel type. The system also integrates preprocessing components like a FeatureScaler and LabelScaler. They are used normalize the data gathered from the datasets in arrays to improve the stability, reliability and ensure that after the computations are made the predictions are scaled back into their original scale.

The project has two main goals. On the practical side, it is a tool which can be used by dealerships/sellers and buyers to make the process of buying a used car more transparent and aligned with the current market. And on the academical side it can be used as a case-study for what machine learning is most suitable by enabling direct comparison between the models in terms of their accuracy and computational cost and time cost.

In addition, the project aims to provide the end user the full pipeline not only a command line interface app by implementing user-friendly web experience. Which will demonstrate how each of the algorithms perform under the same conditions and the results will be shown to the end-user in a way that a non-expert can use them. By combining everything mentioned the project will provide a robust solution for used car predictions.

# 2. Specification of the Software Requirements and their Analysis

## 2.1 Functional requirements

1. Algorithms: Train and serve predictions from Linear Regression, Ridge, Lasso, Random Forest, and Gradient Boosting.
2. Single-car query: The user selects price, odometer, year, manufacturer, model, fuel, transmission and the planned purchase year. The app returns a predicted price from each algorithm, plus an optional ensemble average.
3. Multi-year projection: For a configured car, the user specifies a horizon *n* years (e.g., 1–5). The app produces a year-by-year price projection for the next *n* years and displays a chart (line plot) of the predicted prices, with the option to overlay prediction intervals and historical prices for context.
4. Batch predictions: Users can upload a CSV to obtain per-row predictions from all algorithms.
5. Data preprocessing pipeline:
   * handles missing values (impute/drop with a summary report),
   * **Outlier handling. Outliers are detected per numeric feature using Tukey’s IQR rule on the training split only.**
   * encodes categorical features,
   * scales numeric features where needed (z-score for linear models; trees receive the same columns),
   * enforces rare-category policy: exclude models with < 50 observations (computed on the training split) and drop matching rows consistently across train/val/test, with counts reported.
6. Dataset ingestion: Load historical vehicle listings from CSV files with the following columns: price, odometer, year, manufacturer, model, fuel, transmission. Allow importing additional CSVs that conform to the documented schema.
7. Training & validation: Support k-fold cross-validation and hold-out evaluation (default 80/20). Fit all preprocessing on the training split only and apply on the validation/test to avoid leakage.
8. Model comaprison UI:
   * User view: for a configured vehicle, show each algorithm’s predicted price and (if the user specifies a horizon *n* years) render a multi-year projection chart of predicted prices for the next *n* years. Allow overlaying projections from multiple algorithms, toggling prediction intervals, and exporting the chart.
   * Evaluation view (internal/reporting): show diagnostic plots (predicted vs. held-out targets and residuals) and a metrics table with MAE, RMSE, R² reported as mean ± stdev across cross-validation folds.
9. **Two-vehicle comparison UI (same algorithm):** Enable a **comparison mode** where the user selects **one algorithm** and **two vehicle configurations** (price, odometer, year, manufacturer, model, fuel, transmission, purchase year/horizon n). The app renders an **overlay chart** of the two **multi-year price projections** (same horizon, same y-axis), with a legend and tooltips, and provides a **diff table** (per-year Δ and average Δ over the horizon).

## 2.2. Non-functional Requirements

1. The application should be scalable, allowing users to upload used-car datasets in CSV format that follow the defined schema.
2. The application should be configurable in terms of feature selection, enabling users to include or exclude attributes such as fuel type, transmission, or purchase year.
3. The system should achieve a reasonable level of accuracy, with at least one algorithm reaching an 𝑅² ≥ 0.7 on validation data.
4. The web interface should be intuitive and easy to use for non-expert users, presenting predictions and comparison charts in a clear and accessible way.
5. The web application should be deployable on common operating systems (Windows, macOS, Linux) and run in modern browsers without additional plugins.

## 2.3. Requirements Analysis

## 2.3.1. Analysis of Functional Requriements

The core of the application lies in its machine learning algorithms. These were selected to provide a balance between interpretability, accuracy, and computational efficiency.

**Linear Regression** was included because of its simplicity and transparency. It provides an interpretable baseline against which more advanced models can be compared. However, linear regression is often insufficient for capturing the nonlinear relationships that exist in car price data, such as the interaction between mileage and production year (J. I. Kang et al.).

**Ridge and Lasso Regression** extend linear regression by introducing regularization, which penalizes overly complex models and reduces the risk of overfitting. This makes them more stable for datasets that include correlated variables, a common situation in real-world car listings (Ting Tin Tin et al.).

**Random Forest Regression** was chosen due to its ability to handle nonlinear interactions and its robustness to noisy features. Research consistently reports that Random Forest achieves strong performance in car price prediction tasks (J. I. Kang et al.; Gegic et al.).

**Gradient Boosting** was selected because it incrementally corrects errors of weaker learners, often producing the most accurate results. While it requires more computation and careful tuning, boosting methods are reported to achieve state-of-the-art performance in car price prediction tasks (J. I. Kang et al.).

To demonstrate the implementation requirements, the algorithms can be summarized in pseudocode:

{pseudo code here}

Another essential requirement is the **data preprocessing pipeline**. Raw vehicle listings often contain missing values, outliers, and inconsistent formats. Without cleaning, models may learn spurious relationships or perform poorly on unseen data. To address this, the pipeline will include:

* Handling missing values (forward fill or row removal when thresholds are exceeded).
* Detecting and removing outliers using statistical measures such as the z-score.
* Encoding categorical variables (e.g., transmission, fuel type).
* Scaling numerical features for models sensitive to feature magnitude.

These preprocessing steps are consistently identified as key to improving generalization and stability in predictive modeling (Gegic et al.; Haque et al.). The figure below summarizes this process:

{ Preprocessing pipeline diagram}

A well-designed user interface is what distinguishes a good software package from an average one. A simple, intuitive, and comprehensive dashboard drastically improves user experience and accessibility. The dashboard in this application is designed to hide the complexities of the underlying machine learning algorithms, allowing the user to obtain predictions and comparisons without needing to understand the technical implementation details.

The interface will provide:

* A dataset upload module (CSV).
* A drop-down menu to select algorithms, with Linear Regression as the default.
* Panels for setting hyperparameters.
* Tools for running single-car predictions and batch predictions.
* Visual aids such as scatter plots of predicted vs. actual values, residual plots, and charts of error metrics (MAE, RMSE, R²).
* A comparison module to display differences between models or between two cars under the same model.

These elements transform the project into a valuable tool for both practitioners and students, as it enables experimentation and fosters understanding of supervised learning algorithms (J. I. Kang et al.; Ting Tin Tin et al.).

{Use Case Diagram of UI interactions}

The workflow of the system ties together preprocessing, training, evaluation, and visualization. Once the user has uploaded a dataset, the application preprocesses the data by handling missing values and outliers. It then splits the dataset into training and testing subsets before passing the data to the selected regression algorithms. Each algorithm is trained, evaluated on unseen test data, and its predictions are visualized through charts and error metrics. Finally, the system provides facilities to compare models under identical conditions.

This sequence ensures reproducibility and transparency while aligning with established practices in machine learning pipelines (Haque et al.).

{Activity Diagram of system workflow}

Finally, the performance of the regression algorithms must be evaluated using well-established metrics. The most common in regression tasks are the coefficient of determination (R²), the mean absolute error (MAE), and the root mean squared error (RMSE). The R² value reflects how closely predictions fit real data, with values near 1 indicating a strong fit. RMSE provides an error measure but is sensitive to outliers, while MAE is more robust to extreme values. Together, these three metrics provide a balanced assessment of predictive performance.

Based on prior research in car price prediction, ensemble models such as Random Forest and Gradient Boosting are expected to achieve the highest R² values, typically above 0.8 on large datasets (J. I. Kang et al.; Gegic et al.). Linear Regression and its regularized variants generally produce lower but still useful scores, often around 0.6–0.7 (Ting Tin Tin et al.). These thresholds are not guarantees, as actual performance will depend on dataset quality, preprocessing, and parameter tuning, but they provide reasonable targets for evaluation.

Example Use Case Narratives

i. Name: Choose Prediction Algorithm

* Actor: User
* Entry Condition: The user has uploaded a valid dataset or selected a built-in one.
* Flow: The dashboard displays a drop-down list of available algorithms (Linear Regression, Random Forest, Gradient Boosting). The default is Linear Regression.
* Exit Condition: A specific algorithm is chosen and the system is ready for training.
* Exceptions: The default prevents null selection.

ii. Name: Upload Dataset (CSV)

* Actor: User
* Entry Condition: The user starts the application and has a dataset file prepared.
* Flow: The user selects a CSV file with car attributes (price, year, mileage, fuel, transmission, etc.). The system validates schema, checks for missing values, and preprocesses data.
* Exit Condition: Dataset is validated and stored for model training.
* Exceptions: If the file is invalid or missing required columns, the system displays an error and prompts re-upload.

iii. Name: Run Single-Car Prediction

* Actor: User
* Entry Condition: The system has trained models available.
* Flow: The user specifies vehicle attributes (year, odometer, transmission, fuel type). The system applies the chosen model(s) and outputs predicted price(s).
* Exit Condition: Predictions are displayed numerically and optionally visualized.
* Exceptions: If required attributes are missing, the system prompts the user to complete the form.

iv. Name: Compare Models

* Actor: User
* Entry Condition: Two or more models have been trained.
* Flow: The user selects which models to compare. The system displays diagnostic plots (predicted vs. actual, residuals) and a table of metrics (MAE, RMSE, R²).
* Exit Condition: Results are shown side-by-side for evaluation.

## 2.3.2 Analysis of Non-functional Requirements

# 3. Design of Software Solution

## 3.1. Main algorithms

**Linear Regression** was chosen because of its simplicity and transparency. It provides an interpretable baseline against which more advanced models can be compared. However, linear regression is often insufficient for capturing the nonlinear relationships that exist in car price data, such as the interaction between mileage and production year (J. I. Kang et al.).

However, the strict assumption of linear relationships is often unrealistic in the used car domain. Real-world depreciation curves tend to be nonlinear: for instance, mileage might reduce value steeply initially, but the marginal effect slows as the car ages. Some researchers have proposed S-curve or logistic models precisely because linear fits lead to increasing errors at extreme values (Salim and Abu).

Moreover, linear regression is vulnerable to **outliers**. In used car datasets, extreme prices or rare models can disproportionately skew the regression line, reducing robustness (Amik et al.). Also, when features like age and mileage are highly correlated, coefficient estimates can become unstable or misleading (Ting Tin Tin et al.).

Despite these limitations, linear regression is still very valuable as a baseline model. In comparative studies, it often achieves very good error rates around 80–85% before more advanced algorithms are applied. Its speed, ease of training, and minimal hyperparameter tuning make it useful especially when rapid prototyping.

**Ridge Regression** is a regularized linear model that balances interpretability and predictive performance by introducing a penalty term to reduce overfitting. Specifically, it applies L2 regularization, which adds a squared penalty to the magnitude of coefficients. This discourages large weights and stabilizes estimates when predictors are highly correlated, effectively reducing variance at the cost of a small bias.

Recent studies have shown that Ridge Regression remains a competitive method for price prediction tasks, offering a reliable balance between accuracy and stability (Zhang and Politis). It performs particularly well when most predictors contribute moderately to the outcome, making it well suited for datasets where relationships between features and price are distributed across multiple variables.

In used car price prediction, Ridge Regression has demonstrated greater consistency than standard linear regression, particularly in the presence of multicollinearity and noisy features (Bergmann and Feuerriegel). Despite its limitation of retaining all predictors, Ridge offers computational efficiency and improved generalization, positioning it as a strong intermediate model between basic linear methods and more complex machine learning approaches.

**Random Forest Regression** builds a large number of decision trees, each trained on a different sample of the data, and then combines their outputs to generate consistent and accurate predictions (Breiman). This approach helps reduce overfitting, which is a common problem in single decision trees, and improves the model’s ability to generalize to new, unseen data. By averaging the results of many trees, Random Forest captures complex patterns and interactions between features that simpler models, such as linear regression, often miss.

In used car price prediction, Random Forest has proven to be one of the most effective and practical algorithms. It performs well because it can naturally model the nonlinear relationships between features such as mileage, age, brand, and engine size without requiring heavy preprocessing or feature transformation (Pal et al.; Bergmann and Feuerriegel). Research has shown that Random Forest models consistently outperform basic regression techniques in accuracy and robustness across various vehicle datasets (Pal et al.).

A key advantage of Random Forest is its ability to remain stable and reliable even when data contains noise or outliers. Since predictions are averaged across many independent trees, individual anomalies—such as mispriced listings—have a limited effect on the final prediction (Mentch and Zhou). Another important feature is the algorithm’s ability to estimate feature importance, which helps determine which variables most strongly influence the predicted price. Studies commonly find that mileage and model year have the highest importance scores, while other attributes like fuel type or number of doors play smaller roles (Molnar).

However, Random Forest also has limitations. It requires more computational resources than simpler algorithms, and its internal logic is less interpretable because predictions are produced by averaging hundreds of trees. When the dataset contains many weak or redundant features, its performance can also decrease slightly unless preprocessing and feature selection are applied carefully (Scornet). Despite these drawbacks, Random Forest remains a reliable and versatile model for this project. It offers an excellent balance between accuracy, robustness, and practicality, making it one of the core algorithms.

**Gradient Boosting Regression** is a powerful machine learning technique that builds models sequentially, where each new model focuses on correcting the errors made by the previous ones. It optimizes a loss function by fitting to the residuals of prior predictions, which allows it to iteratively improve performance over time (Friedman). This process enables Gradient Boosting to learn complex, nonlinear relationships and feature interactions—an advantage that is especially useful in car price prediction, where variables such as mileage, age, and brand interact in nontrivial ways.

In practice, one of the most widely used implementations of Gradient Boosting is XGBoost (Extreme Gradient Boosting), known for its computational efficiency, regularization, and scalability. Research applying XGBoost to vehicle pricing has demonstrated high predictive accuracy when paired with proper preprocessing and parameter tuning (Qian). Similarly, Gradient Boosting has been identified as one of the top-performing methods for estimating used car resale values across diverse datasets (Bergmann and Feuerriegel).

A major strength of Gradient Boosting is its fine-grained control over bias and variance through parameters such as the learning rate, tree depth, and number of estimators. Each tree in the sequence attempts to reduce the residual errors of the previous ones, enabling the model to capture subtle data patterns that simpler algorithms often overlook. However, this flexibility also makes the algorithm more prone to overfitting if parameters are not carefully tuned. Multiple studies highlight the importance of hyperparameter optimization and early stopping to prevent overfitting and ensure stable results (Zheng).

In addition to its predictive accuracy, Gradient Boosting offers useful interpretability tools such as feature importance and partial dependence plots, which allow users to understand how individual features influence price predictions. Nevertheless, compared to Random Forest, Gradient Boosting typically requires more computational resources and a more complex training process. In cases where datasets are small or contain high levels of noise, simpler models can sometimes achieve comparable results with less tuning.
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