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**Лабораторная работа № 1. Решение нелинейных уравнений методами деления отрезка пополам, хорд, касательных, простой итерации**

**Цель работы**: изучить численные методы и алгоритмы решения нелинейных уравнений

**Постановка задачи**: реализовать изученные алгоритмы решения нелинейных уравнений и провести сравнение методов.

**1.1. Теоретическая часть.**

Рассмотрим уравнение *f(x)=0*  , где функция ) *f (x)* определена и непрерывна в некотором конечном и бесконечном интервале *a < x < b* .

Корнем уравнения *f(x)=0*  называется значение ξ , обращающее функцию *f (x)* в нуль, т.е. такое, что f (ξ ) = 0 . Уравнение *f(x)=0*  называется алгебраическим, если функция *f (x*) является многочленом

в противном случае уравнение *f (x) = 0* называется трансцендентным.

Чаще всего на практике алгебраические и трансцендентные уравнения не удается решить аналитическими методами. Для решения таких уравнений используется численные методы. Алгоритм нахождения корня уравнений с помощью численного метода состоит из двух этапов:

1. отделение и локализация корня, т.е. установление промежутка *[a,b]* , в котором содержится один корень;

2. уточнение значения корня, т.е. находят корни с заданной точностью.

Теоретическим обоснованием существования корней на промежутке [a,b] являются следующие теоремы.

Теорема 1: Если функция f (x) непрерывна на отрезке [a,b], причем *f (a) ∗ f (b) < 0* , то на этом отрезке существует хотя бы один корень уравнения *f(x)=0*.

Теорема 2: Если непрерывная функция f (x) монотонна на отрезке [a,b] , причем

*f (a) ∗ f (b) < 0* , то на этом отрезке существует единственный корень уравнения *f(x)=0*.

**Отделение и локализация корня. Шаговый метод**

Существует несколько методов отделения корней: геометрический метод, аналитический и шаговый. Рассмотрим шаговый метод локализации корня. Дано уравнение *f(x)=0*. Задан интервал поиска ]. Требуется найти интервал *[a,b]* длиной *h*, содержащий первый корень уравнения, начиная с левой границы интервала поиска.

Алгоритм метода: 1. Установить .

2. Определить координату точки *b* *(b=a+h),* а также значения функции в точках a и b: *f(a)* и *f(b)*.

3. Проверить условие выполнение условия *f (a) ∗ f (b) < 0* . Если условие не выполнено – положить *a=b* и перейти к пункту 2. Если условие выполнено - закончить алгоритм.

После того, как найден интервал локализации корня, применяют итерационные методы уточнения корня. Рассмотрим методы половинного деления, метод Ньютона и метод простой итерации.

**Метод половинного деления**

Метод основан на последовательном сужении интервала, содержащего единственный корень уравнения *f(x)=0*  до тех пор, пока не будет достигнута заданная точность ε. Пусть задан отрезок [a,b], содержащий один корень уравнения. Этот отрезок может быть предварительно найден с помощью шагового метода. Алгоритм метода (рис. 1.1):

1. Определить новое приближение корня x в середине отрезка [a,b]: x=(a+b)/2.

2. Найти значения функции в точках a и x: f(a) и f(x).

3. Проверить выполнение условия *f(a)\*f(x)<0*. Если условие выполнено, то корень расположен на отрезке *[a,x].* В этом случае необходимо точку *b* переместить в точку *x* *(b=x).* Если условие не выполнено, то корень расположен на отрезке *[x,b].* В этом случае необходимо точку a переместить в точку *x (a=x)*.

4. Перейти к пункту 1 и вновь поделить отрезок пополам. Алгоритм продолжить до тех пор, пока не будет выполнено условие *f (x) < ε* .

Y

*x=(a+b)/2*

b

a

X

Рис.1.1 Иллюстрация метода половинного деления

Метод является простым в реализации. Недостаток метода: если на отрезке *[a,b]* содержится более одного корня, то метод не работает, т.к. заранее неизвестно, к какому корню сойдется итерационный процесс.

**Метод Ньютона (метод касательных)**

Задан отрезок [a,b], содержащий корень уравнения *f(x)=0* . Метод Ньютона основан на замене исходной функции  f(x), на каждом шаге поиска, касательной, проведенной к этой функции. Пересечение касательной с осью Ox дает приближение корня. Выберем начальную точку *x0=b* (конец интервала). Находим значение функции в этой точке и проводим к ней касательную, пересечение которой с осью Ox дает нам первое приближение корня  - x1 (Рис.1.2)

![https://intuit.ru/EDI/31_12_18_1/1546208382-685/tutorial/258/objects/4/files/04-08.jpg](data:image/jpeg;base64,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)

Рис.1.2. Иллюстрация метода Ньютона

, где

Поэтому

В результате итерационный процесс поиска корня описывается рекуррентной формулой

|  |  |
| --- | --- |
|  |  |

Процесс поиска продолжаем до тех пор, пока не выполнится условие: . Как видно из рисунка, метод имеет очень быструю сходимость.

**Метод простой итерации**

Метод основан на замене исходного уравнения *f(x)=0* на эквивалентное *.* Функция *.* выбирается таким образом, чтобы на обоих концах отрезка *[a,b]* выполнялось условие сходимости . В этом случае в качестве начального приближения можно выбрать любой из концов отрезка. Итерационная формула имеет вид

Итерационный процесс продолжается до тех пор, пока не будет выполнено условие .

Пример 1. Методом простых итераций найти приближенное значение корня уравнения с точностью до 0,001 на отрезке [1,2]

Решение. Запишем уравнение в виде:

на отрезке [1,2]. Условие сходимости выполнено, поэтому метод простой итерации применить можно. В качестве начального приближения возьмем Итерационная формула имеет вид:

Для удобства результаты вычислений занесем в таблицу 1.1.

Таблица 1.1. Вычисление корня нелинейного уравнения методом простых итераций

|  |  |  |
| --- | --- | --- |
| *i* | *xi* |  |
| 1 | 2 | -0,30103 |
| 2 | 1,69897 | 0,070844 |
| 3 | 1,769814 | -0,01774 |
| 4 | 1,752072 | 0,004376 |
| 5 | 1,756448 | -0,00108 |
| 6 | 1,755633 | 0,000268 |

Таким образом, искомый корень

**Метод хорд (секущих)**

Метод основан на замене функции f(x)=на каждом шаге поиска хордой, пересечение которой с осью *OX* дает приближение корня.

При этом в процессе поиска семейство хорд может строиться:

а) при фиксированном правом конце хорд, т.е.  начальная точка =a (Рис. 1.3.);

|  |  |  |
| --- | --- | --- |
|  | Итерационная формула: | |
| Рис.3. Иллюстрация метода секущих  а) при фиксированном левом конце хорд, т.е.  начальная точка =b (Рис 1.4.); | | |
|  | | Итерационная формула |

Рис.1.4. Иллюстрация метода секущих

Процесс поиска продолжается до тех пор, пока не выполнится условие

* 1. **Задание к лабораторной работе**

Решить нелинейное уравнение с одним неизвестным с использованием четырех методов (метод половинного деления, метод хорд, метод Ньютона, метод простой итерации). Задание по вариантам. Номер варианта – номер студента в списке группы. Точность ε=0.001

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

***Содержание отчета***

Отчет по данной лабораторной работе должен включать в себя следующие пункты:

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

* 1. Понятие численного решения нелинейного уравнения
  2. Методы численного решения нелинейных уравнений
  3. Методы локализации и отделения корней
  4. Отличия методов численного решения нелинейных уравнений

**Лабораторная работа № 2. Решение систем линейных уравнений итерационным методом, методом Гаусса и методом Гаусса-Зейделя**

**Цель работы**: изучить численные методы и алгоритмы решения систем линейных уравнений

**Постановка задачи**: реализовать изученные алгоритмы решения систем линейных уравнений и провести сравнение методов.

**2.1. Теоретическая часть.**

К решению систем линейных уравнений сводятся многочисленные практические задачи. Решение линейных систем является одной из самых распространенных и важных задач вычислительной математики. Значимость задачи породила ряд методов решения, среди этих методов есть как универсальные, так и специализированные, применимые к некоторым системам, имеющим специальные свойства. Однако не существует единого предпочтительного во всех случаях метода.

Рассмотрим систему линейных алгебраических уравнений с неизвестными:

(\*)

Эта система может быть записана в матричном виде: , где

Методы решения систем линейных уравнений делятся на две группы – прямые и итерационные. Прямые методы используют конечные соотношения (формулы), по которым можно найти точное решение систем линейных алгебраических уравнений. Итерационные методы основаны на использовании повторяющегося процесса и позволяют получить решение в результате последовательных приближений.

**Прямые методы решения систем** **линейных уравнений**

*Матричный метод.*

Матричный метод решения применим к системам с ненулевым определителем (). Умножим систему в матричной форме слева на : : .

*Метод Крамера*.

Данный метод также применим только к системам с ненулевым определителем. Если , корни системы уравнений находятся по формуле:

, где .

– определитель матрицы, полученной из матрицы заменой -го столбца столбцом свободных членов.

Указанные методы очень трудоемки для решения систем большой размерности, поскольку нахождение определителей и обратной матрицы требует больших вычислительных мощностей.

*Метод Гаусса*.

Основан на приведении матрицы системы линейных уравнений к треугольному виду (элементы матрицы ниже главной диагонали равны нулю). Треугольный вид матрицы достигается последовательным исключением переменных из уравнений путем элементарных преобразований. Затем находятся все переменные системы последовательно, начиная с последних по номеру.

Более подробно метод Гаусса можно разбить на два этапа:

1 этап – прямой ход. Пусть , тогда с помощью первого уравнения путем элементарных преобразований можно исключить из всех последующих уравнений. Затем, если , с помощью второго уравнения исключаем из всех уравнений, начиная с третьего. Аналогично поступают со всеми остальными уравнениями. Если в процессе исключения переменных на каком-то этапе диагональный элемент оказывается равным нулю (), то необходимо переставить уравнения так, чтобы диагональный элемент был не равен нулю. Если таких уравнений не находится, значит система не является линейно независимой и имеет множество решений.

В результате прямого хода метода Гаусса получается диагональная матрица:

2 этап – обратный ход. Из последнего уравнения выражаем : .

Подставляем полученное выражение в предпоследнее () уравнение и выражаем :

Таким образом последовательно находятся все переменные.

**Итерационные методы решения систем** **линейных уравнений**

*Метод простой итерации (метод Якоби)*.

Приведем систему к виду: , где , . Тогда поиск решения можно представить итерационным процессом:

Рассматриваем начальное приближение , находим приближение на первом шаге, втором и т.д.:

От значения зависит сходимость метода и скорость сходимости алгоритма.

Выразим из каждого -го уравнения системы (\*) переменную :

Возьмем произвольное начальное приближение . Тогда:

Вычисления производят, пока не будет достигнут критерий завершения (остановки). Критериями могут быть условия:

* ;
* .

Справедливо утверждение. Если в системе линейных уравнений матрица А имеет диагональное преобладание, то метод простой итерации сходится при любом начальном приближении. .

*Метод Гаусса-Зейделя*.

Данный метод является модификацией метода простой итерации, основан на использовании информации, получаемой на итерации для расчетов на этой итерации. Формула для расчета переменной на -ой итерации:

Подробнее формулы для вычисления переменных для .

|  |  |
| --- | --- |
|  |  |
| *Метод простой итерации* | *Метод Гаусса-Зейделя* |
|  |  |

**2.2 Задание к лабораторной работе**

Решить систему линейных уравнений методом Гаусса, итерационным методом и методом Гаусса-Зейделя. При необходимости преобразовать систему к диагонально преобладающему виду. Сделать оценку количества итераций для итерационных методов, сравнить. Задание по вариантам. Номер варианта – номер студента в списке группы. Точность ε=0.001.

|  |  |
| --- | --- |
| 1.  3.  5.  7.  9.  11.  13.  15.  17.  19. | 2.  4.  6.  8.  10.  12.  14.  16.  18.  20. |

***Содержание отчета***

Отчет по данной лабораторной работе должен включать в себя следующие пункты:

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

* 1. Понятие прямого и итерационного метода решения систем линейных уравнений
  2. Сущность метода Гаусса решения систем линейных уравнений
  3. Сущность метода простой итерации
  4. Сущность метод Гаусса-Зейделя

**Лабораторная работа №3. Интерполирование функции многочленом**

**Ньютона и многочленом Лагранжа**

**Цель работы**: изучить численные методы и алгоритмы решения задачи интерполяции функций

**Постановка задачи**: реализовать изученные алгоритмы интерполяции и провести сравнение методов.

**3.1. Теоретическая часть**

В инженерных расчетах часто требуется установить функцию f(x) для всех значений х отрезка [a,b] , если известны ее значения в некотором конечном числе точек этого отрезка. Одним из способов приближения функции является интерполяция

Задача интерполяции может возникнуть в практике при:

1. интерполировании табличных данных;
2. получении функциональной зависимости по экспериментальным данным, представленным в табличной форме;
3. замене сложной с вычислительной точки зрения функции, более простой зависимостью;
4. при дифференцировании и интегрировании

Пусть на отрезке [x0 ,xn ] заданы n+1 точки x0 , x1 , x2 ,...,xn , называемые узлами интерполяции, и значения некоторой интерполируемой функции y=f(x) в этих точках, т.е. имеется таблица экспериментальных значений функции y=f(x); y0 , y1 , y2 .....yn, где y0=f(x0 ); y1=f(x1 ); ...; yn=f(xn )

Постановка задачи: Требуется найти значения этой функции для промежуточных значений аргумента, не совпадающих с приведенными в таблице. Получить аналитическое выражение функции y= f(x) по таблице ее значений часто бывает невозможно.

Поэтому вместо нее строят другую функцию, которая легко вычисляется и имеет ту же таблицу значений, что и f(x), т.е. Pm(x0 )=f(x0)=y0, …Pm (xi)=f(xi )=yi , где i = 0,1,2, ... , n. Такую задачу называют задачей интерполирования. Точки xi называются узлами интерполяции; функция f(x) называется интерполируемой функцией; многочлен Pm (x) называется интерполяционным многочленом.

**Интерполяционный многочлен Лагранжа для не равностоящих узлов**

Пусть функция *f* задана таблицей 1.

Таблица 1 - Значения функции f(x)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *x* | *xо* | *x\* | *...* | xn |
| *f(х)* | *y0* | *y1* | ... | yn |

Построим интерполяционный многочлен Ln(х), степень которого не больше n и для которого выполнены условия

*F(хо)=у0, F(х1)=у1,* .... *F(хn)=yп.* , (1)

Будем искать *Ln(х)* в виде

*Ln(x)=l0(x)+l1(x)+l2(x)+………+ln(x)* , (2)

где *li(х) —* многочлен степени *п,*

Очевидно, что требование (3) с учетом (2) обеспечивает выполнение условий (1).

Многочлены *li(х)* составим следующим способом:

*li(x)=ci(x-x0)(x-x1)·… ·(x-xi-1)(x-xi+1) ·…·(x-xn),* (4)

где сi - постоянный коэффициент, значение которого можно найти из первой части условия (3). Окончательно получим:

) (5)

Это и есть интерполяционный многочлен Лагранжа для неравностоящих узлов.

Пример 1.

Построить интерполяционный многочлен Лагранжа для функции, заданной таблицей 2

Таблица 2 - Исходные данные

|  |  |  |  |
| --- | --- | --- | --- |
|  | x0 | x1 | x2 |
| x | 1 | 3 | 4 |
| f(x) | 12 | 4 | 6 |

Из таблицы 2 следует, что n=2 (т. е. степень многочлена будет не выше, чем вторая); здесь хо=1, х1=3, х2=4. Используя формулу (5), получаем:

Таким образом, приближающая функция для функции f заданной таблицей 2 имеет следующий вид F(x)=2x2-12x+22.

**Интерполяционный полином Ньютона для равностоящих узлов**

Первая интерполяционная формула Ньютона (интерполирование вперед)

Пусть для функции, заданной таблицей с постоянным шагом**,** составлена таблица конечных разностей таблица 3.

Таблица 3 - Таблица конечных разностей

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| x | y | ∆y1 | ∆2yi | ∆3yi | … |
| x0 | y0 | ∆y0 | ∆2y0 | ∆3y0 |  |
| x1 | y1 | ∆y1 | ∆2y1 | ∆3y1 |  |
| x2 | y2 | ∆y2 | ∆2y2 | … |  |
| x3 | y3 | ∆y3 | … |  |  |
| x4 | y4 | … |  |  |  |
| … | … |  |  |  |  |

Будем искать интерполяционный многочлен в виде:

*Pn(x)=a0 +a1(x-x0)+a2(x-x0)(x-x1) +…+an(x-x0)…(x-xn-1).*(6)

Это многочлен *n*-й степени. Значения коэффициентов *a0, a1, ..., a****n*** найдем из условия совпадения значений исходной функции и многочлена в узлах. Полагая *х=x0*, из (6) находим *yо=Рn(x0)=aо*, откуда *aо=y0*. Далее, придавая *х* значения *х*1,*х*2*,…xn* последовательно получаем:

Подставив в (6), получим:

(7)

Это первая интерполяционная формула Ньютона. Для практического использования интерполяционную формулу Ньютона (7) обычно записывают в несколько преобразованном виде. Для этого введем новую переменную

(8)

Это и есть окончательный вид первой интерполяционной формулы Ньютона. Формулу (8) выгодно использовать для интерполирования функции в окрестности начального значения x0 , где t мало по абсолютной величине, т.е. когда x и x0 мало отличаются.

Если в формуле (8) положить n =1 , то получим формулу линейного интерполирования:

Итак, первая интерполяционная формула Ньютона применяется для интерполирования вблизи левого конца таблицы – для интерполирования вперед и для вычислений x , лежащих вне отрезка за левым концом – экстраполирования назад. Для интерполирования значений вблизи правого конца таблицы применяется вторая интерполяционная формула Ньютона.

**Вторая интерполяционная формула Ньютона**

Для получения второй интерполяционной формулы Ньютона нужно представить искомый многочлен в виде:

(9)

Полагая значения x в формуле (5) равными поочередно: x=xn,…x=x0, можно вычислить все коэффициенты этого многочлена:

Если подставить найденные коэффициенты в формулу (9), получится вторая интерполяционная формула Ньютона. Введем новую переменную t:

(10)

Это и есть обычный вид второй интерполяционной формулы Ньютона. Вторая интерполяционная формула Ньютона применяется при построении многочленов для узлов, расположенных ближе к правому концу таблицы (интерполирование назад) и для узлов, расположенных вне таблицы за правым концом (экстраполирование вперед).

**Задание к лабораторной работе**

Найти приближенное значение функции при данных значениях аргумента с помощью интерполяционного многочлена Лагранжа, если функция задана в неравноотстоящих узлах таблицы, оценить погрешность

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.43 | 1.63597 | 1 | 0.702 | 0.503 |
| 0.48 | 1.73234 | 7 | 0.512 | 0.441 |
| 0.55 | 1.87686 | 13 | 0.645 | 0.602 |
| 0.62 | 2.03345 | 19 | 0.736 | 0.732 |
| 0.70 | 2.22846 |  |  |  |
| 0.75 | 2.35973 |  |  |  |

Таблица 2.2

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.02 | 1.02316 | 2 | 0.102 | 0.222 |
| 0.08 | 1.09590 | 8 | 0.114 | 0.092 |
| 0.12 | 1.14725 | 14 | 0.125 | 0.155 |
| 0.17 | 1.21483 | 20 | 0.203 | 0.111 |
| 0.23 | 1.30120 |  |  |  |
| 0.30 | 1.40976 |  |  |  |

Таблица 2.3

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.35 | 2.73951 | 3 | 0.526 | 0.444 |
| 0.44 | 2.30080 | 9 | 0.453 | 0.613 |
| 0.47 | 1.96864 | 15 | 0.482 | 0.555 |
| 0.51 | 1.78776 |  |  |  |
| 0.56 | 1.59502 |  |  |  |
| 0.64 | 1.34310 |  |  |  |

Таблица 2.4

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.41 | 2.57418 | 4 | 0.616 | 0.444 |
| 0.46 | 2.32513 | 10 | 0.478 | 0.555 |
| 0.52 | 2.09336 | 16 | 0.665 | 0.714 |
| 0.60 | 1.86208 |  |  |  |
| 0.65 | 1.74926 |  |  |  |
| 0.72 | 1.62098 |  |  |  |

Таблица 2.5

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.68 | 0.80866 | 5 | 0.896 | 0.603 |
| 0.73 | 0.89492 | 11 | 0.812 | 0.777 |
| 0.80 | 1.02964 | 17 | 0.774 | 0.906 |
| 0.88 | 1.20966 |  |  |  |
| 0.93 | 1.34087 |  |  |  |
| 0.99 | 1.52368 |  |  |  |

Таблица 2.6

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x | y | № варианта |  |  |
| 0.11 | 9.05421 | 6 | 0.314 | 0.222 |
| 0.15 | 6.61659 | 12 | 0.235 | 0.377 |
| 0.21 | 4.69170 | 18 | 0.332 | 0.123 |
| 0.29 | 3.35106 |  |  |  |
| 0.35 | 2.73951 |  |  |  |
| 0.40 | 2.36522 |  |  |  |

Используя первую или вторую интерполяционную формулу Ньютона, вычислить значения функции при данных значениях аргумента

Таблица 1

|  |  |
| --- | --- |
| x | y |
| 1.415 | 0.888551 |
| 1.420 | 0.889599 |
| 1.425 | 0.890637 |
| 1.430 | 0.891667 |
| 1.435 | 0.892687 |
| 1.440 | 0.893698 |
| 1.445 | 0.894700 |
| 1.450 | 0.895693 |
| 1.455 | 0.896677 |
| 1.460 | 0.897653 |
| 1.465 | 0.898619 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 1 | 1.4161 | 1.4625 | 1.4135 | 1.470 |
| 11 | 1.4179 | 1.4633 | 1.4124 | 1.4655 |
| 21 | 1.4263 | 1.4575 | 1.410 | 1.4662 |

Таблица 2

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 2 | 0.1026 | 0.1440 | 0.099 | 0.161 |
| 12 | 0.1035 | 0.1492 | 0.096 | 0.153 |
| 22 | 0.1074 | 0.1485 | 0.1006 | 0.156 |

|  |  |
| --- | --- |
| x | y |
| 0.101 | 1.26183 |
| 0.106 | 1.27644 |
| 0.111 | 1.29122 |
| 0.116 | 1.306617 |
| 0.121 | 1.32130 |
| 0.126 | 1.33660 |
| 0.131 | 1.35207 |
| 0.136 | 1.36773 |
| 0.141 | 1.38357 |
| 0.146 | 1.39959 |
| 0.151 | 1.41579 |

Таблица 3

|  |  |
| --- | --- |
| x | y |
| 0.15 | 0.860708 |
| 0.20 | 0.818731 |
| 0.25 | 0.778801 |
| 0.30 | 0.740818 |
| 0.35 | 0.704688 |
| 0.40 | 0.670320 |
| 0.45 | 0.637628 |
| 0.50 | 0.606531 |
| 0.55 | 0.576950 |
| 0.60 | 0.548812 |
| 0.65 | 0.522046 |
| 0.70 | 0.496585 |
| 0.75 | 0.4722367 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 3 | 0.1511 | 0.7250 | 0.1430 | 0.80 |
| 13 | 0.1535 | 0.7333 | 0.100 | 0.7540 |
| 23 | 0.1525 | 0.6730 | 0.1455 | 0.85 |

Таблица 4

|  |  |
| --- | --- |
| x | y |
| 0.180 | 5.61543 |
| 0.185 | 5.46693 |
| 0.190 | 5.32634 |
| 0.195 | 5.19304 |
| 0.200 | 5.06649 |
| 0.205 | 4.94619 |
| 0.210 | 4.83170 |
| 0.215 | 4.72261 |
| 0.220 | 4.61855 |
| 0.225 | 4.51919 |
| 0.230 | 4.42422 |
| 0.235 | 4.33337 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 4 | 0.1817 | 0.2275 | 0.175 | 0.2375 |
| 14 | 0.1827 | 0.2292 | 0.1776 | 0.240 |
| 24 | 0.1873 | 0.2326 | 0.1783 | 0.245 |

Таблица 5

|  |  |
| --- | --- |
| x | y |
| 3.50 | 33.1154 |
| 3.55 | 34.8133 |
| 3.60 | 36.5982 |
| 3.65 | 38.4747 |
| 3.70 | 40.4473 |
| 3.75 | 42.5211 |
| 3.80 | 44.7012 |
| 3.85 | 46.9931 |
| 3.90 | 49.4024 |
| 3.95 | 51.5982 |
| 4.00 | 57.3975 |
| 4.10 | 60.3403 |
| 4.15 | 63.4340 |
| 4.20 | 66.6863 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 5 | 3.522 | 4.176 | 3.475 | 4.25 |
| 15 | 3.573 | 4.184 | 3.488 | 4.30 |
| 25 | 3.575 | 4.142 | 3.45 | 4.204 |

Таблица 6

|  |  |
| --- | --- |
| x | y |
| 0.115 | 8.65729 |
| 0.120 | 8.29329 |
| 0.125 | 7.95829 |
| 0.130 | 7.64893 |
| 0.135 | 7.36235 |
| 0.140 | 7.09613 |
| 0.145 | 6.84815 |
| 0.150 | 6.61659 |
| 0.155 | 6.39986 |
| 0.160 | 6.19658 |
| 0.165 | 6.00551 |
| 0.170 | 5.82558 |
| 0.175 | 5.65583 |
| 0.180 | 5.49543 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари- анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 6 | 0.1217 | 0.1736 | 0.1141 | 0.185 |
| 16 | 0.1168 | 0.1745 | 0.110 | 0.1825 |
| 26 | 0.1175 | 0.1773 | 0.1134 | 0.190 |

Таблица 7

|  |  |
| --- | --- |
| x | y |
| 1.340 | 4.25562 |
| 1.345 | 4.35325 |
| 1.350 | 4.45522 |
| 1.355 | 4.56184 |
| 1.360 | 4.67344 |
| 1.365 | 4.79038 |
| 1.370 | 4.91306 |
| 1.375 | 5.04192 |
| 1.380 | 5.17744 |
| 1.385 | 5.32016 |
| 1.390 | 5.47069 |
| 1.395 | 5.62968 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 7 | 1.3617 | 1.3921 | 1.3359 | 1.400 |
| 17 | 1.3463 | 1.3868 | 1.335 | 1.3990 |
| 27 | 1.3432 | 1.3936 | 1.3365 | 1.3975 |

Таблица 8

Таблица 9

|  |  |
| --- | --- |
| x | y |
| 0.01 | 0.991824 |
| 0.06 | 0.951935 |
| 0.11 | 0.913650 |
| 0.16 | 0.876905 |
| 0.21 | 0.841638 |
| 0.26 | 0.807789 |
| 0.31 | 0.775301 |
| 0.36 | 0.744120 |
| 0.41 | 0.714193 |
| 0.46 | 0.685470 |
| 0.51 | 0.657902 |
| 0.56 | 0.631442 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 8 | 0.027 | 0.525 | 0.008 | 0.61 |
| 18 | 0.1243 | 0.462 | 0.0094 | 0.66 |
| 28 | 0.083 | 0.5454 | 0.0075 | 0.573 |

|  |  |
| --- | --- |
| x | y |
| 0.15 | 4.4817 |
| 0.16 | 4.9530 |
| 0.17 | 5.4739 |
| 0.18 | 6.0496 |
| 0.19 | 6.6859 |
| 0.20 | 7.3891 |
| 0.21 | 8.1662 |
| 0.22 | 9.0250 |
| 0.23 | 9.9742 |
| 0.24 | 11.0232 |
| 0.25 | 12.1825 |
| 0.26 | 13.4637 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 9 | 0.1539 | 0.2569 | 0.14 | 0.2665 |
| 19 | 0.1732 | 0.2444 | 0.1415 | 0.27 |
| 29 | 0.1648 | 0.2550 | 0.1387 | 0.28 |

Таблица 10

|  |  |
| --- | --- |
| x | y |
| 0.45 | 20.1946 |
| 0.46 | 19.6133 |
| 0.47 | 18.9425 |
| 0.48 | 18.1746 |
| 0.49 | 17.3010 |
| 0.50 | 16.3123 |
| 0.51 | 15.1984 |
| 0.52 | 13.9484 |
| 0.53 | 12.5508 |
| 0.54 | 10.9937 |
| 0.55 | 9.2647 |
| 0.56 | 7.3510 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № вари-  анта | Значение аргумента | | | |
| x1 | x2 | x3 | x4 |
| 10 | 0.455 | 0.5575 | 0.44 | 0.5674 |
| 20 | 0.4732 | 0.5568 | 0.445 | 0.57 |
| 30 | 0.4675 | 0.5511 | 0.4423 | 0.58 |

***Содержание отчета***

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

**Контрольные вопросы**

1. Что такое интерполяция?
2. Сформулируйте задачу интерполяции.
3. Интерполяционный многочлен Лагранжа для не равностоящих узлов.
4. Что называется разностью первого порядка, второго порядка и т. д.
5. Первая интерполяционная формула Ньютона(вперед).
6. Вторая интерполяционная формула Ньютона(назад).

**Лабораторная работа № 4. Численное дифференцирование функций**

**с помощью интерполяционных многочленов Ньютона и Лагранжа**

**Цель работы *з***акрепление знаний и умений по численному дифференцированию функций с помощью интерполяционного многочлена Ньютона и метода неопределенных коэффициентов.

**Постановка задачи**: реализовать изученные алгоритмы интерполяции и провести сравнение методов.

**4.1. Теоретическая часть.**

Численное дифференцирование применяется в тех случаях, когда: функция f(x) задана таблично и, следовательно, методы дифференциального исчисления неприменимы; аналитическое выражение f(x) столь сложно, что вычисления производной представляют значительны трудности. В основе численного дифференцирования лежит следующий прием: исходная функция f(x) заменяется на рассматриваемом отрезке [a,b] интерполяционным полиномом Pn(x) и считается, что f’(x) и P’n(x) примерно равны, т.е. f’(x)=P’n(x).

Всегда, когда это возможно, для численного дифференцирования используется интерполяционный многочлен с равноотстоящими узлами, так как это значительно упрощает формулы численного дифференцирования. При равноотстоящих узлах строится интерполяционный полином Ньютона или Лагранжа, а затем он дифференцируется.

При численном дифференцировании интерполяционный полином строится не по всем узлам таблицы, а по трем-пяти узлам, близлежащим к точке, в которой требуется вычислить производную. Если требуется вычислить производную во всех узлах, то вначале полином строится по первым 3-5 узлам и в них вычисляется производная, потом полином строится по следующим 3-5 узлам и в них вычисляется производная и т. д. до тех пор, пока не будет просчитана вся таблица.

**Численное дифференцирование, основанное на многочлене Лагранжа для равноотстоящих узлов:**

Для квадратичной интерполяции (n=2, i=(0,1,2)):

Вычислим значения производных в узлах, при n = 2 :

и так далее.

**Численное дифференцирование, основанное на многочлене Ньютона для равноотстоящих узлов:**

Запишем для функции f(x), заданной своими значениями в равноотстоящих узлах ![https://pdnr.ru/infopediasu/baza25/4265425561280.files/image358.gif](data:image/gif;base64,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) первый интерполяционный многочлен Ньютона:

![https://pdnr.ru/infopediasu/baza25/4265425561280.files/image360.gif](data:image/gif;base64,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)Перепишем этот полином, производя перемножение скобок:
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Подобным путем можно получить и производные функции f(x) более высоких порядков. Однако каждый раз, вычисляя значение производной функции f(x) в фиксированной точке х, в качестве х0 следует брать ближайшее слева узловое значение аргумента.

Если исходным значением х оказывается один из узлов таблицы, то в этом случае каждый узел можно считать начальным, тогда, принимая х=х0, t=0, получаем:
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**Задание к лабораторной работе**

Найти первую и вторую производную функции в точках х, заданных таблицей, используя интерполяционные многочлены Ньютона. Сравнить со значениями производных, вычисленными по формулам, основанным на интерполировании многочленом Лагранжа.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1.   |  |  | | --- | --- | | x | y | | 1.415 | 0.88551 | | 1.420 | 0.89599 | | 1.425 | 0.90637 | | 1.430 | 0.91667 | | 1.435 | 0.92687 | | 1.440 | 0.93698 | | 1.445 | 0.94700 | | 1.450 | 0.96677 | | 1.455 | 0.97653 | | 1.460 | 0.97653 | | 1.465 | 0.98619 | | 2.   |  |  | | --- | --- | | x | y | | 0.101 | 1.26183 | | 0.106 | 1.27644 | | 0.111 | 1.29122 | | 0.116 | 1.30617 | | 0.121 | 1.32130 | | 0.126 | 1.33660 | | 0.131 | 1.35207 | | 0.136 | 1.36773 | | 0.141 | 1.38357 | | 0.146 | 1.39959 | | 0.151 | 1.41579 | |
| 3.   |  |  | | --- | --- | | x | y | | 0.15 | 0.860708 | | 0.20 | 0.818731 | | 0.25 | 0.778801 | | 0.30 | 0.740818 | | 0.35 | 0.704688 | | 0.40 | 0.670320 | | 0.45 | 0.606531 | | 0.50 | 0.576950 | | 0.55 | 0.548812 | | 0.60 | 0.522046 | | 0.65 | 0.496585 | | 0.70 | 0.496585 | | 0.75 | 0.472367 | | 4.   |  |  | | --- | --- | | x | y | | 0.180 | 5.61543 | | 0.185 | 5.46693 | | 0.190 | 5.32634 | | 0.195 | 5.19304 | | 0.200 | 5.06649 | | 0.205 | 4.94619 | | 0.210 | 4.83170 | | 0.215 | 4.72261 | | 0.220 | 4.61855 | | 0.230 | 4.42422 | | 0.235 | 4.33337 | |
| 5.   |  |  | | --- | --- | | x | y | | 3.50 | 33.1154 | | 3.55 | 34.8133 | | 3.60 | 36.5982 | | 3.65 | 38.4747 | | 3.70 | 40.4473 | | 3.75 | 42.5211 | | 3.80 | 44.7012 | | 3.85 | 46.9931 | | 3.90 | 49.4024 | | 3.95 | 51.9354 | | 4.00 | 54.5982 | | 4.05 | 57.3975 | | 4.10 | 60.3403 | | 4.15 | 63.4340 | | 4.20 | 66.6863 | | 6.   |  |  | | --- | --- | | x | y | | 0.115 | 8.65729 | | 0.120 | 8.29329 | | 0.125 | 7.95829 | | 0.130 | 7.64893 | | 0.135 | 7.36235 | | 0.140 | 7.09613 | | 0.145 | 6.84815 | | 0.150 | 6.61659 | | 0.155 | 6.39386 | | 0.160 | 6.19658 | | 0.165 | 6.00551 | | 0.170 | 5.82558 | | 0.175 | 5.65583 | | 0.180 | 5.49543 | |
| 7.   |  |  | | --- | --- | | x | y | | 1.340 | 4.25562 | | 1.345 | 4.35325 | | 1.350 | 4.45522 | | 1.355 | 4.56184 | | 1.360 | 4.67344 | | 1.365 | 4.79038 | | 1.370 | 4.91306 | | 1.375 | 5.04192 | | 1.380 | 5.17744 | | 1.385 | 5.32016 | | 1.390 | 5.47069 | | 1.395 | 5.62968 | | 8.   |  |  | | --- | --- | | x | y | | 0.01 | 0.991824 | | 0.06 | 0.951935 | | 0.11 | 0.913650 | | 0.16 | 0.876905 | | 0.21 | 0.841638 | | 0.26 | 0.807789 | | 0.31 | 0.775301 | | 0.36 | 0.744120 | | 0.41 | 0.714193 | | 0.46 | 0.685470 | | 0.51 | 0.657902 | | 0.56 | 0.631442 | |
| 9.   |  |  | | --- | --- | | x | y | | 0.15 | 4.4817 | | 0.16 | 4.9530 | | 0.17 | 5.4739 | | 0.18 | 6.0496 | | 0.19 | 6.6859 | | 0.20 | 7.3891 | | 0.21 | 8.1662 | | 0.22 | 9.0250 | | 0.23 | 9.9742 | | 0.24 | 11.0232 | | 0.25 | 12.1825 | | 0.26 | 13.4637 | | 10.   |  |  | | --- | --- | | x | y | | 0.45 | 20.1946 | | 0.46 | 19.6133 | | 0.47 | 18.9425 | | 0.48 | 18.1746 | | 0.49 | 17.3010 | | 0.50 | 16.3123 | | 0.51 | 15.1984 | | 0.52 | 13.9484 | | 0.53 | 12.5508 | | 0.54 | 10.9937 | | 0.55 | 9.2647 | | 0.56 | 7.3510 | |
| 11.   |  |  | | --- | --- | | x | y | | 1.415 | 0.88551 | | 1.420 | 0.89599 | | 1.425 | 0.90637 | | 1.430 | 0.91667 | | 1.435 | 0.92687 | | 1.440 | 0.93698 | | 1.445 | 0.94700 | | 1.450 | 0.96677 | | 1.455 | 0.97653 | | 1.460 | 0.97653 | | 1.465 | 0.98619 | | 12.   |  |  | | --- | --- | | x | y | | 0.101 | 1.26183 | | 0.106 | 1.27644 | | 0.111 | 1.29122 | | 0.116 | 1.30617 | | 0.121 | 1.32130 | | 0.126 | 1.33660 | | 0.131 | 1.35207 | | 0.136 | 1.36773 | | 0.141 | 1.38357 | | 0.146 | 1.39959 | | 0.151 | 1.41579 | |
| 13.   |  |  | | --- | --- | | x | y | | 0.15 | 0.860708 | | 0.20 | 0.818731 | | 0.25 | 0.778801 | | 0.30 | 0.740818 | | 0.35 | 0.704688 | | 0.40 | 0.670320 | | 0.45 | 0.606531 | | 0.50 | 0.576950 | | 0.55 | 0.548812 | | 0.60 | 0.522046 | | 0.65 | 0.496585 | | 0.70 | 0.472367 | | 0.75 | 0.447937 | | 14.   |  |  | | --- | --- | | x | y | | 0.180 | 5.61543 | | 0.185 | 5.46693 | | 0.190 | 5.32634 | | 0.195 | 5.19304 | | 0.200 | 5.06649 | | 0.205 | 4.94619 | | 0.210 | 4.83170 | | 0.215 | 4.72261 | | 0.220 | 4.61855 | | 0.230 | 4.42422 | | 0.235 | 4.33337 | |
| 15.   |  |  | | --- | --- | | x | y | | 3.50 | 33.1154 | | 3.55 | 34.8133 | | 3.60 | 36.5982 | | 3.65 | 38.4747 | | 3.70 | 40.4473 | | 3.75 | 42.5211 | | 3.80 | 44.7012 | | 3.85 | 46.9931 | | 3.90 | 49.4024 | | 3.95 | 51.9354 | | 4.00 | 54.5982 | | 4.05 | 57.3975 | | 4.10 | 60.3403 | | 4.15 | 63.4340 | | 4.20 | 66.6863 | | 16.   |  |  | | --- | --- | | x | y | | 0.115 | 8.65729 | | 0.120 | 8.29329 | | 0.125 | 7.95829 | | 0.130 | 7.64893 | | 0.135 | 7.36235 | | 0.140 | 7.09613 | | 0.145 | 6.84815 | | 0.150 | 6.61659 | | 0.155 | 6.39386 | | 0.160 | 6.19658 | | 0.165 | 6.00551 | | 0.170 | 5.82558 | | 0.175 | 5.65583 | | 0.180 | 5.49543 | |
| 17.   |  |  | | --- | --- | | x | y | | 1.340 | 4.25562 | | 1.345 | 4.35325 | | 1.350 | 4.45522 | | 1.355 | 4.56184 | | 1.360 | 4.67344 | | 1.365 | 4.79038 | | 1.370 | 4.91306 | | 1.375 | 5.04192 | | 1.380 | 5.17744 | | 1.385 | 5.32016 | | 1.390 | 5.47069 | | 1.395 | 5.62968 | | 18.   |  |  | | --- | --- | | x | y | | 0.01 | 0.991824 | | 0.06 | 0.951935 | | 0.11 | 0.913650 | | 0.16 | 0.876905 | | 0.21 | 0.841638 | | 0.26 | 0.807789 | | 0.31 | 0.775301 | | 0.36 | 0.744120 | | 0.41 | 0.714193 | | 0.46 | 0.685470 | | 0.51 | 0.657902 | | 0.56 | 0.631442 | |
| 19. Таблица 9   |  |  | | --- | --- | | x | y | | 0.15 | 4.4817 | | 0.16 | 4.9530 | | 0.17 | 5.4739 | | 0.18 | 6.0496 | | 0.19 | 6.6859 | | 0.20 | 7.3891 | | 0.21 | 8.1662 | | 0.22 | 9.0250 | | 0.23 | 9.9742 | | 0.24 | 11.0232 | | 0.25 | 12.1825 | | 0.26 | 13.4637 | | 20.   |  |  | | --- | --- | | x | y | | 0.45 | 20.1946 | | 0.46 | 19.6133 | | 0.47 | 18.9425 | | 0.48 | 18.1746 | | 0.49 | 17.3010 | | 0.50 | 16.3123 | | 0.51 | 15.1984 | | 0.52 | 13.9484 | | 0.53 | 12.5508 | | 0.54 | 10.9937 | | 0.55 | 9.2647 | | 0.56 | 7.3510 | |

***Содержание отчета***

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

* 1. Понятие численного дифференцирования
  2. Интерполяционные полиномы Ньютона и Лагранжа
  3. Приближенные формулы для вычисления первой и второй производной функции

**Лабораторная работа № 5. Численное интегрирование функций методами прямоугольников, трапеций, Симпсона**

**Цель работы**: изучить численные методы и алгоритмы численного интегрирования

**Постановка задачи**: реализовать изученные алгоритмы численного интегрирования и провести сравнение методов.

**5.1. Теоретическая часть**

К численному интегрированию обращаются, когда требуется вычислить определённый интеграл от функций, заданных таблично, или функций, непосредственное нахождение первообразной которых затруднительно (интеграл не берётся в элементарных функциях). В этом случае значение интеграла можно найти только приближенно, используя тот или иной способ численного интегрирования.

Численное интегрирование основано на замене подынтегральной функции суммой вида: . Такая замена следует из определения интеграла как предела суммы . Приближенное равенство   называется квадратурной формулой,  - узлы квадратурной формулы,  - коэффициенты квадратурной формулы. В зависимости от способа интерполяции подынтегральной функции различают разные методы численного интегрирования (методы прямоугольников, трапеций, парабол и др.). В качестве точки может выбираться любая точка в интервале . В зависимости от выбора этой точки различают методы левых, правых и центральных прямоугольников. Если – левая граница интервала, получаем метод левых прямоугольников, если – середина интервала, метод средних прямоугольников и т.д.

**Методы численного интегрирования**

Вычислим значение определенного интеграла   для заданной на отрезке [*a*, *b*] функции *f*(*x*).

Разобьем интервал [a, b] на *n* отрезков. Обозначая , - длина i-го отрезка,, получаем формулы численного интегрирования.

Метод **левых** прямоугольников: .

Метод **правых** прямоугольников: .

Метод **центральных (средних)** прямоугольников:

, .

Метод **трапеций**:

.

При интегрировании с постоянным шагом :

|  |  |
| --- | --- |
| Метод **левых прямоугольников** |  |
| Метод **правых** прямоугольников |  |
| Метод **центральных (средних) прямоугольников** |  |
| Метод **трапеций** |  |

Метод **Симпсона** (*n* – четное, ):

**Погрешность формул численного интегрирования**

Формула левых и правых прямоугольников

Формула средних прямоугольников

Формула Симпсона

Пример 1.

Вычислить интеграл: , *n*=10

Аналитически: ![](data:image/x-wmf;base64,183GmgAAAAAAAMASQAQACQAAAACRSAEACQAAA6kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7r///+AEgAA+gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAjEKBQAAABMCIAJOCwUAAAAUAkYAeQYFAAAAEwL6A3kGHAAAAPsCgP4AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAOix83fxsfN3IED1dw8RZkEEAAAALQEBAAoAAAAyCoACDw4GAAAANzg1Mzk4CAAAADIKgAKvDQEAAAAuOAgAAAAyCoAC7wwBAAAAMDgIAAAAMgqpA2UKAQAAADQ4HAAAAPsCIP8AAAAAAACQAQAAAMwEAgAQVGltZXMgTmV3IFJvbWFuAOix83fxsfN3IED1dw8RZkEEAAAALQECAAQAAADwAQEACAAAADIKEQHoBwEAAAAxOAgAAAAyCpgD/QcBAAAAMDgcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAD8YCpSc8RIA6LHzd/Gx83cgQPV3DxFmQQQAAAAtAQEABAAAAPABAgAIAAAAMgqAAr8LAQAAALs4CAAAADIKgAL1CAEAAAA9OAgAAAAyCoACUwEBAAAAPTgcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAAERCn+c8RIA6LHzd/Gx83cgQPV3DxFmQQQAAAAtAQIABAAAAPABAQAIAAAAMgqSATMKAQAAAHA4HAAAAPsCgP4AAAAAAACQAQEAAMwEAgAQVGltZXMgTmV3IFJvbWFuAOix83fxsfN3IED1dw8RZkEEAAAALQEBAAQAAADwAQIACgAAADIKgAKJAgYAAABhcmN0Z3gIAAAAMgqAAkYAAQAAAElyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AQQ8RZkEAAAoAIQCKAQAAAAACAAAAtPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

Составим таблицу для вычислений

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| i |  |  |  |  |
| 0 | 0 | 1.000 |  |  |
| 1 | 0.1 | 0.990 | 0.05 | 0.998 |
| 2 | 0.2 | 0.962 | 0.15 | 0.978 |
| 3 | 0.3 | 0.917 | 0.25 | 0.941 |
| 4 | 0.4 | 0.862 | 0.35 | 0.891 |
| 5 | 0.5 | 0.800 | 0.45 | 0.832 |
| 6 | 0.6 | 0.735 | 0.55 | 0.768 |
| 7 | 0.7 | 0.671 | 0.65 | 0.703 |
| 8 | 0.8 | 0.610 | 0.75 | 0.640 |
| 9 | 0.9 | 0.552 | 0.85 | 0.581 |
| 10 | 1 | 0.500 | 0.95 | 0.526 |

Применим формулу **левых** прямоугольников:

I=0.1(1.000 + 0.990 + 0.962 + 0.917 + 0.862 + 0.800+ 0.735 + 0.671 + 0.610 + 0.552) = **0.81**

По формуле **правых** прямоугольников:

I=0.1(0.990 + 0.962 + 0.917 + 0.862 + 0.800+ 0.735 + 0.671 + 0.610 + 0.552 + 0.500) = **0.76**

Применим формуле **средних** прямоугольников:

I=0.1(0.998 + 0.978 + 0.941 + 0.891 + 0.832 + 0.768 + 0.703 + 0.640 + 0.581 + 0.526) = **0.7856**

Применим формулу **трапеций**:

I=0.1([(1.0 + 0.5)/2]+ 0.990 + 0.962 + 0.917 + 0.862 + 0.800+ 0.735 + 0.671 + 0.610 + 0.552) = **0.785**

Применим формулу **Симпсона**:

I= [1.000 + 0.500 + 4(0.990 + 0.917 + 0.800+ 0.671 + 0.552) + 2(0.962 + 0.862 + 0.735 + 0.610)] = = **0.7854**

**5.2. Задание к лабораторной работе**

Вычислить интеграл по формулам центральных (средних) прямоугольников, трапеций и формуле Симпсона, при n=8 и n=20; оценить погрешность результата.

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

***Содержание отчета***

1. Тема и цель лабораторной работы;
2. Вариант задания на лабораторную работу;
3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;
4. Листинг разработанной программы с подробными комментариями;
5. Результаты работы программы;
6. Выводы.

***Контрольные вопросы***

1. Понятие численного интегрирования
2. Методы численного интегрирования
3. Отличия методов численного интегрирования
4. Методы левых, правых и средних прямоугольников
5. Метод трапеций
6. Метод Симпсона, точность метода Симпсона

**Лабораторная работа № 6**

**«Определение собственных чисел и собственных векторов матрицы методом Крылова»**

**Цель работы**: изучить численные методы и алгоритмы определения собственных чисел и собственных векторов матрицы

**Постановка задачи**: реализовать изученные алгоритмы и провести сравнение методов.

**6.1. Теоретическая часть**

Большое число научно-технических задач, а также исследования в области вычислительной математики требуют нахождения собственных значений и собственных векторов матриц.

Рассмотрим квадратную матрицу размерности с действительными элементами.

Матрица называется характеристическая матрица матрицы .

Ее определитель – характеристический определитель – является многочленом -й степени – характеристическим многочленом матрицы . При этом коэффициент при старшей степени .

Характеристический многочлен:

.

Корни характеристического многочлена () – (действительные или мнимые) называются характеристическими или собственными числами или собственными значениями матрицы .

Ненулевой вектор называется собственным вектором матрицы , если . Каждому собственному значению соответствует свой вектор .

Для определения собственных векторов рассматривают характеристическое уравнение: .

Характеристическое уравнение записано в векторной форме, ему соответствует система уравнений:

Определитель этой системы равен нулю (по определению собственных значений ), поэтому система имеет множество решений.

Подставляя в систему каждое конкретное собственное значение и решая систему, находим собственный вектор , соответствующий .

Существует несколько способов нахождения собственных значений и собственных векторов.

***1. Метод непосредственного развертывания***

1) Пусть . Рассматриваем матрицу .

Рассмотрим характеристическую матрицу: . Найдем ее определитель, чтобы найти характеристический многочлен:

Заметим, что коэффициент при равен сумме диагональных элементов матрицы , а свободный член многочлена – определитель матрицы .

2) Пусть . Рассматриваем матрицу , найдем характеристический многочлен ():

сумма диагональных элементов матрицы ,

сумма диагональных миноров второго порядка,

– определитель матрицы .

В общем случае.

сумма диагональных элементов матрицы ,

сумма диагональных миноров второго порядка,

сумма диагональных миноров третьего порядка,

…

определитель матрицы .

Однако метод непосредственного развертывания становится очень трудоемким и ресурсоемким с увеличением размерности матрицы. Поэтому предложены и другие методы.

***2. Метод Крылова***

Метод Крылова для нахождения собственных значений и собственных векторов матрицы основан на теореме Гамильтона-Кэли, согласно которой любая квадратная матрица является корнем своего характеристического многочлена. Если характеристический многочлен матрицы , то .

Рассмотрим характеристический многочлен матрицы в виде:

. Подставляя в него матрицу , получаем уравнение:

(1)

Рассмотрим произвольный ненулевой вектор , и умножим на него справа уравнение (1):

(2)

Положим: , тогда: , , … . Подставим эти выражения в (2):

или

.

Рассматривая покомпонентную запись вектора получаем систему относительно коэффициентов () характеристического многочлена:

(3)

Элементы вычисляются по формулам:

; ; …..; .

Координаты первоначального вектора выбираются произвольно, например: . Если полученная система (3) не имеет единственного решения, то необходимо выбрать другой начальный вектор .

После нахождения коэффициентов характеристического многочлена, могут быть найдены его корни – собственные значения .

Собственные векторы находятся по формуле:

, .

Коэффициенты (,) определяются по схеме Горнера по формулам:

,

***3. Метод Данилевского***

Метод Данилевского для нахождения собственных значений и собственных векторов матрицы основан на преобразованиях подобия матриц.

Матрицы и называются подобными (), если одна получается из другой путем умножения с помощью неособенной матрицы : . Неособенная или невырожденная матрица – квадратная матрица, определитель которой не равен нулю. Подобные матрицы имеют одинаковые характеристические многочлены (соответственно, и одинаковые собственные значения).

В методе Данилевского матрица преобразуется к подобной матрице вида (нормальная форма Фробениуса) :

.

Разложим определитель по первой строке: . Таким образом в матрице первая строка содержит являющиеся обратными коэффициентами характеристического многочлена , а все остальные элементы равны нулю, кроме элементов под главной диагональю, которые равны 1.

Схема метода Данилевского для преобразования матрицы к нормальной форме Фробениуса. Основные операции

1) Рассматриваем матрицу :

Ее последнюю строку необходимо преобразовать к виду: .

Предположим, что элемент , разделим на этот элемент все элементы ()-го столбца матрицы .

2) Вычтем из всех остальных столбцов матрицы ()-й столбец, умноженный соответственно на числа .

3) В качестве неособенной матрицы рассматриваем матрицу , которая получается из единичной матрицы путем таких же преобразований:

|  |  |
| --- | --- |
| , | где  (); |

Матрица получена умножением матрицы на матрицу справа:

|  |  |  |
| --- | --- | --- |
| , | | , при  , при |
| 4) Матрица не является подобной матрице . Умножим матрицу слева на – обратную матрицу к матрице : . Матрица имеет вид: |  | |

|  |  |
| --- | --- |
| При этом матрица   является подобной матрице и имеет последнюю строку, приведенную к форме Фробениуса: |  |

Если , то повторяем операции 1) – 4), взяв за основу ()-ю строчку матрицы : , . Операции повторяем до тех пор, пока не придем к форме Фробениуса .

Как уже было сказано характеристический многочлен матрицы совпадает с характеристическим многочленом исходной матрицы , соответственно равны и их собственные значения .

Рассмотрим конкретное собственное значение и найдем соответствующий ему – собственный вектор матрицы . По определению собственных векторов .

Умножая матрицы можно получить систему уравнений:

Положим , тогда , , …, т.е.

Для нахождения собственного вектора матрицы , соответствующего собственному значению необходимо вектор умножить слева на матрицы , , , которые были рассчитаны при преобразованиях по методу Данилевского.

.

Особенные случаи метода Данилевского.

Может возникнуть ситуация, когда элемент, относительно которого совершаются очередные преобразования матрицы, равен нулю. Пусть на некотором шаге пришли к виду:

, причем .

а) Если в ()-й строке левее элемента есть ненулевой элемент (,), то меняем местами ()-й и -й столбцы и ()-ю и -ю строки для сохранения подобия. Теперь элемент и можно продолжать преобразования.

б) Если все элементы ()-й строки левее элемента равны нулю, то матрица будет иметь вид:

.

В этом случае характеристический определитель матрицы будет равен произведению определителей матриц и :

При этом матрица уже имеет форму Фробениуса, поэтому метод Данилевского применяют в дальнейшем только к .

Рассмотрим метод Данилевского более подробно для матриц второго и третьего порядка.

1. . Рассматриваем матрицу . Ищем подобную ей матрицу вида .

,

Пусть , тогда: , .

Характеристический многочлен:

.

2. . Рассматриваем матрицу . Ищем подобную ей матрицу вида . Пусть ,

|  |  |  |  |
| --- | --- | --- | --- |
|  | ;  , |  | |
|  |  | | . |

Пусть

|  |  |  |
| --- | --- | --- |
|  | ;  , |  |
|  |  | |

Характеристический многочлен:

Самостоятельно разобрать поэтапно метод Данилевского для матрицы четвертой степени.

ПРИМЕРЫ.

**Пример 1**. Дана матрица , найти ее собственные числа и собственные векторы.

*1. Метод непосредственного развертывания*

Характеристический многочлен:

Корни характеристического многочлена – собственные числа матрицы : и .

Рассмотрим и найдем собственный вектор, соответствующий .

.

, отсюда , значит , например или любой другой коллинеарный вектор.

, найдем собственный вектор, соответствующий .

, отсюда , значит , например или любой другой коллинеарный вектор.

*2. Метод Крылова*

, , .

, .

Получаем систему уравнений:

, , .

Характеристический многочлен: . Его корни: и .

Находим коэффициенты по схеме Горнера (, ), можно записать в таблицу:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | |  |  |  |
|  | |  |  |  |
|  | |  |  |  |
|  |  | 1 | –5 | 0 |
|  |  | 1 | –2 | 0 |

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
|  | 1 | –5 | 0 |
|  | 1 | –2 | 0 |

Считаем собственные векторы: , .

*3. Метод Данилевского*

, тогда: , .

,

Характеристический многочлен: . Его корни: и .

, , .

, , .

**Пример 2**. Дана матрица , найти ее собственные числа и собственные векторы.

*1. Метод непосредственного развертывания*

Корни характеристического многочлена – собственные числа матрицы : , и .

:

|  |  |
| --- | --- |
|  | Первое и второе уравнение линейно-зависимые. второе можем не рассматривать. |
|  | Умножим первое уравнение на 3 и вычтем его из второго уравнения |
|  |  |

, ,

:

|  |  |
| --- | --- |
|  | Третье уравнение является разностью между вторым и первым, его можно исключить.  Умножим первое уравнение на 2 и прибавим ко второму. |
|  |  |

, ,

*2. Метод Крылова*

, ,

, .

. .

Получаем систему уравнений:

, ,

, , .

. Корни: , .

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | |  |  |  |  |
|  | |  |  |  |  |
|  |  | 1 | –2 | –3 | 0 |
|  |  | 1 | 2 | 1 | 0 |

.

.

*3. Метод Данилевского*

,

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |

. Корни: , .
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***6.2. Задание к лабораторной работе***

Используя метод Крылова, найти собственные числа и собственные векторы матрицы. Собственные числа определить с четырьмя верными цифрами, а собственные векторы – с тремя десятичными знаками. Проверить полученные значения по определению.

|  |  |
| --- | --- |
| 1.  3.  5.  7.  9.  11.  13.  15.  17.  19. | 2.  4.  6.  8.  10.  12.  14.  16.  18.  20. |

***Содержание отчета***

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

1. Что такое собственное число матрицы?
2. Что такое собственный вектор матрицы?
3. Что называется характеристическим уравнением матрицы?
4. Что называется характеристическим многочленом матрицы?
5. Что такое характеристическая матрица?
6. Какой метод используется для определения корней характеристического многочлена?
7. Какой метод используется для определения коэффициентов характеристического уравнения?
8. Каким образом определяются координаты собственного вектора?
9. В чем сущность метода Крылова?

**Лабораторная работа №7. Приближенное решение обыкновенных дифференциальных уравнений методом Эйлера, модифицированным**

**методом Эйлера и методом Рунге-Кутта**

**Цель работы**: изучить численные методы и алгоритмы численного решения дифференциальных уравнений

**Постановка задачи**: реализовать изученные алгоритмы численного решения дифференциальных уравнений и провести сравнение методов.

**7.1. Теоретическая часть**

Рассмотрим некоторые численные методы решения *задачи Коши* обыкновенных дифференциальных уравнений первого порядка. Постановка задачи Коши:

Необходимо найти *частное решение* дифференциального уравнения,

удовлетворяющего *начальными условиям,*

***Численное решение*** ДУ заключается в вычислении функции *y(x)* в некоторых заданных точках , лежащих на определенном отрезке, т.е. .

Множество значений ,  в которых определяется значение функции,  называют *сеткой*, на которой определена функция *y(x)*. Сами координаты при этом называют *узлами сетки*. Чаще всего используются *равномерные сетки*, в которых расстояние между соседними узлами постоянно и называется *шагом сетки* *h* или *шагом интегрирования* дифференциального уравнения

Преобразуем уравнение умножением на *dx*

и проинтегрируем левую и правую части между *i*-ым и *i+*1-ым узлами сетки.

(5.1)

Мы получили выражение для построения решения в узле интегрирования через значения *x* и *y* в *i*-ом узле сетки. Но в правой части последнего уравнения есть интеграл от неявно заданной функции, нахождение которого в аналитическом виде в общем случае невозможно. Численные методы решения  ОДУ различным способом аппроксимируют (приближают) значение этого интеграла для построения формул численного интегрирования обыкновенных дифференциальных уравнений (ОДУ).

Из множества разработанных для решения ОДУ первого порядка методов рассмотрим методы Эйлера, Рунге-Кутта и Адамса.

**Методы численного решения дифференциальных уравнений**

**Метод Эйлера**

Наиболее простым способом численного решения задачи Коши для ОДУ первого порядка является метод Эйлера. В его основе лежит аппроксимация производной отношением конечных приращений зависимой (y) и независимой (x) переменных между узлами равномерной сетки:

,

где - это искомое значение функции в точке .

Если преобразовать это уравнение и учесть равномерность сетки интегрирования, получим итерационную формулу:

Очевидно, что для приближенного вычисления интеграла в методе Эйлера используется простейшая формула интегрирования - формула левых прямоугольников. Ошибка метода Эйлера прямо пропорциональна шагу интегрирования *h*.

***Пример 7.1:***

Используя метод Эйлера, построить приближенное решение для следующей задачи Коши:

на интервале [0,1] с шагом 0,1

***Решение:***

Для первых трех узлов сетки получим:

Результаты вычислений приведены в таблице. Во второй колонке таблицы для сравнения приведены точные значения решения в узлах сетки.

Таблица 7.1. Решение ОДУ методом Эйлера

|  |  |  |
| --- | --- | --- |
| x | Точное решение | Приближенное решение |
| 0 | 0,000000 | 0,000000 |
| 0,1 | 0,004837 | 0,000000 |
| 0,2 | 0,018731 | 0,010000 |
| 0,3 | 0,040818 | 0,029000 |
| 0,4 | 0,070320 | 0,056100 |
| 0,5 | 0,106531 | 0,090490 |
| 0,6 | 0,148812 | 0,131441 |
| 0,7 | 0,196585 | 0,178297 |
| 0,8 | 0,249329 | 0,230467 |
| 0,9 | 0,306570 | 0,287420 |
| 1 | 0,367879 | 0,348678 |

**Усовершенствованный метод Эйлера (метод Гюна).**

Точность метода Эйлера можно повысить, если воспользоваться для аппроксимации интеграла в формуле (5.1) более точной формулой интегрирования – формулой трапеций.

Данное выражение является уравнением относительно , решить которое можно каким-либо итерационным методом. Также можно поступить иначе и приблизительно вычислить значение функции в узле с  помощью обычной формулы Эйлера:

Таким образом, для каждого узла интегрирования производится следующая цепочка вычислений

Данный метод называется модифицированным методом Эйлера или методом Гюна. Благодаря более точной формуле интегрирования, погрешность метода Гюна пропорциональна уже квадрату шага интегрирования, т.е. *h2*

***Пример 7.2:***

Используя модифицированный метод Эйлера, построить приближенное решение для следующей задачи Коши:

на интервале [0,1] с шагом 0,1

***Решение:***

и т.д*.*

Результаты вычислений приведены в таблице. Во второй колонке таблицы для сравнения приведены точные значения решения в узлах сетки.

Таблица 7.2. Решение ОДУ модифицированным методом Эйлера

|  |  |  |
| --- | --- | --- |
| x | Точное решение | Приближенное решение |
| 0 | 0,000000 | 0,00000 |
| 0,1 | 0,004837 | 0,00500 |
| 0,2 | 0,018731 | 0,01903 |
| 0,3 | 0,040818 | 0,04122 |
| 0,4 | 0,070320 | 0,07080 |
| 0,5 | 0,106531 | 0,10708 |
| 0,6 | 0,148812 | 0,14940 |
| 0,7 | 0,196585 | 0,19721 |
| 0,8 | 0,249329 | 0,24998 |
| 0,9 | 0,306570 | 0,30723 |
| 1 | 0,367879 | 0,36854 |

Отметим существенное увеличение точности вычислений по сравнению с методом Эйлера.

**Методы Рунге-Кутты**

Воспользовавшись [формулой Симпсона](http://www.physchem.chimfak.rsu.ru/Source/NumMethods/Integration.php#Simpson_form) для вычисления интеграла в (5.1), можно получить еще более точную формулу для решения задачи Коши для ОДУ первого порядка -  широко используемого в вычислительной практике метода Рунге-Кутты.

В [формуле Симпсона](http://www.physchem.chimfak.rsu.ru/Source/NumMethods/Integration.php#Simpson_form) для приближенного вычисления определенного интеграла используются значения подынтегрального выражения в  трех точках. В интеграле их всего две, поэтому введем дополнительную точку в середине отрезка [xi+1, xi]

тогда:

Полученное выражение является неявным, так как в правой части содержатся  еще не определенные значения функции *yi+h/2* и *yi+1*. Чтобы воспользоваться этой формулой, надо использовать некоторое приближение для вычисления этих значений.

При использовании различных методов приближенного вычисления этих величин, получаются выражения для методов Рунге-Кутты различного порядка точности.

*Алгоритм Рунге-Кутты третьего порядка -* **РК3** *(погрешность порядка h3)*:

, где

*)*

*Алгоритм Рунге-Кутты четвертого порядка-* **РК4** *(погрешность порядка h4)*:

, где

*)*

Алгоритмы третьего и четвертого порядков требуют на каждом шаге трех и четырех вычислений функции соответственно, но являются весьма точными.

***Пример 7.3.:***

Используя алгоритм Рунге-Кутты третьего и четвертого порядков решить задачу Коши

на интервале [0,1] с шагом 0,1

***Решение:***

Для алгоритма третьего порядка для узла *x*=0.1 вычисления таковы:

*)=*0,1(0-0)=0

*=*0,1[(0+0,1)+(0+2\*0,005-0)]=0,009

=0,0048333

Для алгоритма четвертого порядка для узла *x*=0.1 вычисления таковы:

*)=*0,1 (0-0)=0

,

Приведем таблицу решения с шагом интегрирования h=0,1 методов Рунге-Кутты 3-го (РК3) и четвертого (РК4) порядков на интервале [0,1].

Таблица 5.3. Решение ОДУ методами РК3 и РК4

|  |  |  |  |
| --- | --- | --- | --- |
| x | Точное решение | Метод РК3 | Метод РК4 |
| 0 | 0,000000 | 0 | 0 |
| 0,1 | 0,004837 | 0,00483333 | 0,0048375 |
| 0,2 | 0,018731 | 0,01872336 | 0,0187309 |
| 0,3 | 0,040818 | 0,04080819 | 0,04081842 |
| 0,4 | 0,070320 | 0,07030794 | 0,07032029 |
| 0,5 | 0,106531 | 0,10651697 | 0,10653093 |
| 0,6 | 0,148812 | 0,14879677 | 0,14881193 |
| 0,7 | 0,196585 | 0,19656961 | 0,19658562 |
| 0,8 | 0,249329 | 0,24931274 | 0,24932929 |
| 0,9 | 0,306570 | 0,30655314 | 0,30656999 |
| 1 | 0,367879 | 0,36786283 | 0,36787977 |

Высокая точность, вместе с достаточной простотой реализации делает метод Рунге-Кутты четвертого порядка одним из самых распространенных численных методов решения задачи Коши ОДУ и систем ОДУ первого порядка.

**7.2. Задание к лабораторной работе**

Используя метод Эйлера и метод Эйлера с пересчетом, решить задачу Коши на отрезке *[a,b]* с шагом *h=0.1*. Проверить полученные значения, используя метод Рунге-Кутты 4 порядка

|  |  |
| --- | --- |
| 1. |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

***Содержание отчета***

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

1. В каком виде дается решение задачи Коши численными методами?
2. Что является решением дифференциального уравнения?
3. Как численно решить дифференциальное уравнение методом Эйлера?
4. Как численно решить дифференциальное уравнение методом Рунге-Кутты?

**Лабораторная работа №8. Приближенное решение обыкновенных дифференциальных уравнений методом Адамса**

**Цель работы**: изучить численные методы и алгоритмы численного решения дифференциальных уравнений

**Постановка задачи**: реализовать изученные алгоритмы численного решения дифференциальных уравнений и провести сравнение методов.

**8.1. Теоретическая часть**

**Многошаговые методы решения ОДУ.** **Метод Адамса**

Рассмотренные ранее методы (Эйлера, Рунге-Кутты) используют значение функции на одном предшествующем шаге, поэтому они относятся к одношаговым методам. Точность вычислений можно увеличить, если использовать при нахождении  решения в некотором узле *xi* информацию о значениях функции, полученных в нескольких (*k*) предыдущих узлах сетки интегрирования *(xi-1, xi-2 … xi-k).*

Если используются значения в *k* предыдущих узлах, то говорят о *k*-шаговом методе интегрирования ОДУ. Суть его заключается в следующем: по значениям функции, вычисленным в *k* предшествующих узлах, строится интерполяционный полином Лагранжа степени *(k-1)* - , который используется при интегрировании ОДУ. Интеграл при этом выражается через квадратурную формулу:

где квадратурные коэффициенты

Очевидно, что при *k=1* в качестве частного случая получается уже известная  [формула Эйлера](http://www.physchem.chimfak.rsu.ru/Source/NumMethods/ODE.html#6-5). Значения квадратурных коэффициентов для k от 2 до 4 приведены в таблице.

Полученное таким образом семейство формул называется явной k-шаговой схемой Адамса (метод Адамса-Башфорта).

Например, четырех шаговая явная формула Адамса может быть записана так:

Если для построения интерполяционного полинома использовать k узлов, начиная с xi+1, то можно получить формулы интегрирования ОДУ, известные как неявные схемы Адамса (или методы Адамса-Моултона).

Например, четырех шаговая неявная формула Адамса-Моултона имеет вид:

Достоинством многошаговых методов Адамса при решении ОДУ заключается в том, что в каждом узле рассчитывается только одно значение правой части ОДУ - функции *F(x,y).* К недостаткам можно отнести невозможность старта многошагового метода из единственной начальной точки, так как для вычислений по *k*-шаговой формуле необходимо знание значения функции в *k* узлах. Поэтому приходится *(k-1)* решение в первых узлах x1, x2, …, xk-1 получать с помощью какого-либо одношагового метода, например метода [Рунге-Кутты 4–го порядка](http://www.physchem.chimfak.rsu.ru/Source/NumMethods/ODE.html#RK4_form).

**8.2. Задание к лабораторной работе**

* Используя метод Адамса с третьими разностями решить задачу Коши на отрезке [0,1] c шагом h=0,1. Все вычисления вести с четырьмя знаками. Начальный отрезок определить методом Рунге-Кутты. Проверить полученные значения, используя метод Эйлера с пересчетом.

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

***Содержание отчета***

1. Тема и цель лабораторной работы;

2. Вариант задания на лабораторную работу;

3. Краткие теоретические сведения и описание алгоритма работы программы в виде блок схемы;

4. Листинг разработанной программы с подробными комментариями;

5. Результаты работы программы;

6. Выводы.

***Контрольные вопросы***

* 1. В каком виде дается решение задачи Коши численными методами?
  2. Что является решением дифференциального уравнения?
  3. Как численно решить дифференциальное уравнение методом Адамса?
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