YOLOV5m(

(backbone): ModuleList(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(3, 48, kernel\_size=(6, 6), stride=(2, 2), padding=(2, 2), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(48, 96, kernel\_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(2): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 48, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(96, 48, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(48, 48, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(48, 48, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(48, 48, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(48, 48, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(48, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(3): CBL(

(cbl): Sequential(

(0): Conv2d(96, 192, kernel\_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(4): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(192, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(2): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(3): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(5): CBL(

(cbl): Sequential(

(0): Conv2d(192, 384, kernel\_size=(6, 6), stride=(2, 2), padding=(2, 2), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(6): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(384, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(2): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(3): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(4): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(5): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(7): CBL(

(cbl): Sequential(

(0): Conv2d(384, 768, kernel\_size=(6, 6), stride=(2, 2), padding=(2, 2), bias=False)

(1): BatchNorm2d(768, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(8): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Bottleneck(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c2): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(768, 768, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(768, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(9): SPPF(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(pool): MaxPool2d(kernel\_size=5, stride=1, padding=2, dilation=1, ceil\_mode=False)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(1536, 768, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(768, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(neck): ModuleList(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(768, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(768, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(2): CBL(

(cbl): Sequential(

(0): Conv2d(384, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(3): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(384, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(96, 96, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(96, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(4): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(5): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(384, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(192, 192, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(192, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(6): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(3, 3), stride=(2, 2), padding=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(7): C3(

(c1): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(c\_skipped): CBL(

(cbl): Sequential(

(0): Conv2d(768, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(seq): Sequential(

(0): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

(1): Sequential(

(0): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

(1): CBL(

(cbl): Sequential(

(0): Conv2d(384, 384, kernel\_size=(3, 3), stride=(1, 1), padding=(1, 1), bias=False)

(1): BatchNorm2d(384, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(c\_out): CBL(

(cbl): Sequential(

(0): Conv2d(768, 768, kernel\_size=(1, 1), stride=(1, 1), bias=False)

(1): BatchNorm2d(768, eps=1e-05, momentum=0.1, affine=True, track\_running\_stats=True)

(2): SiLU(inplace=True)

)

)

)

)

(head): HEADS(

(m): ModuleList(

(0): Conv2d(192, 255, kernel\_size=(1, 1), stride=(1, 1))

(1): Conv2d(384, 255, kernel\_size=(1, 1), stride=(1, 1))

(2): Conv2d(768, 255, kernel\_size=(1, 1), stride=(1, 1))

)

)

)