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# Choix de conception

## Répartiteur

Le répartiteur commence son travail en toute simplicité. Il reçoit une liste d’opération qu’il sépare également entre tous ses serveurs de calcul. Cependant, comme l’énoncé le précise, la capacité des serveurs de calcul peut faire en sorte que l’un d’entre eux refuse une tâche lui ayant été envoyée. Nous devons donc répartir à nouveau les opérations qui se sont fait refuser. La technique pour laquelle nous avons optée est relativement simple : Si un serveur refuse une tâche, on la redistribue également sur tous les serveurs. Par exemple, si le serveur A (parmi A, B et C) refuse 9 opérations, on renvois en groupe de 3 opérations à A, B et C. le serveur A a plus de chances d’accepter une tâche plus petite, et on assume que les deux autres serveurs peuvent accepter facilement des petites tâches.

Lorsqu’on reçoit une « RemoteException » (qui peut être lancée lorsqu’on perd la connexion à un serveur de calcul), on redonne simplement la tâche à un autre serveur. Le serveur qui est déconnecté pourrait se retrouver à recevoir d’autres requêtes si un autre serveur refuse à cause de sa capacité, mais chacune des tâches lui étant envoyée sera toujours redistribué au serveur suivant (suivant un modulo du nombre de serveur pour ne pas donner la tâche à un serveur qui n’existe pas bien sûr).

Pour ce qui est du mode malicieux, on sait que chaque tâche doit être exécutée par tous les serveurs pour valider si une réponse peut être prise en compte. Ainsi, on ne peut pas être aussi efficace en divisant les tâches parmi tous les serveurs de calculs. On commence donc par envoyer toutes les opérations en bloc à tous les serveurs. Si l’un d’eux refuse la tâche à cause de sa capacité, on lui réassigne les opérations, mais en s’assurant qu’il ne prend qu’une fraction du travail à la fois. Les tronçons d’opérations deviennent de plus en plus petits jusqu’à ce que toutes les opérations aient été calculées. Lorsqu’on a le résultat total de tous les serveurs de calcul, on collectionne les résultats dans une mappe dont la clé est le résultat obtenu et la valeur est le nombre d’occurrence de ce résultat parmi les serveurs. Si on a un résultat qui est retourné par plus de la moitié des serveurs, on le conserve. Notre répartiteur ne fait rien en particulier si aucune réponse est retenue puisque les cas de testent sont toujours assurés d’avoir une réponse correcte (un seul serveur malicieux sur trois).

Si on était pour arrêter un serveur en plein calcul pendant que nous sommes en mode non-sécurisé, il se pourrait qu’on obtienne un résultat de -1 (réponse retournée si aucune réponse n’est jugée fiable).

## Serveurs de calcul

Le moyen que les serveurs de calcul ont pour refuser une tâche est simple : on tire un nombre aléatoire entre 0 et 100, et si ce dernier se retrouve dans l’intervalle de rejet (calculé selon la formule donnée dans l’énoncé) on n’exécute pas les opérations et on lance une exception qu’on peut attraper et gérer du côté du répartiteur.

Les serveurs de calcul acceptent un argument qui indique l’indice de malice. Il s’agît d’un nombre entre 0 et 100 qui indique la chance que le serveur renvois une réponse erronée. Comme pour le taux de rejet, on fonctionne avec un nombre aléatoire et s’il tombe dans l’intervalle considéré malicieux, on ajoute un nombre aléatoire à la réponse obtenue lors du calcul.

# Question 1

Comme nous n’avons qu’un seul répartiteur qui a la lourde responsabilité de répartir toutes les requêtes, on doit trouver une alternative à cette répartition des tâches qui est centralisée. La façon dont est réalisé le laboratoire est difficile à changer puisque nous n’effectuons pas des requêtes vers le répartiteur. Nous exécutons directement l’instance du répartiteur en lui passant nos paramètres en entrée. Si nous imaginons plutôt que notre architecture permet de se connecter au système via des requêtes provenant de l’extérieur, nous pouvons facilement penser à des alternatives qui permettraient d’éviter que le répartiteur devienne le maillon faible du système. Une alternative pourrait être de fonctionner avec un répartiteur virtuel qui est en fait un regroupement de plusieurs répartiteurs qui sont regroupés sous le même IP, mais qui peuvent tous recevoir les requêtes et les déployer aux serveurs de calculs. Ainsi, si on venait à avoir un répartiteur défaillant, un autre pourrait recevoir les requêtes sans que l’usager ait à changer ses requêtes vers le système. Cependant si le réseau interne du système venait à être défaillant dans sa totalité, avoir plus d’un répartiteur n’y changerait rien.

# Résultats des tests de performance

## Mode sécurisé

## Mode non-sécurisé