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|  |
| --- |
| **实验目的与要求：**  **实验目的：**掌握PageRank、HITS等经典的链接分析算法。  **实验要求：**  (1). 阅读教材《Introduction to Information Retrieval》第464-470页21.2节中所描述的PageRank计算方法（通过power iteration方式来实现），用Java语言或其他常用语言实现该算法。要求以下图所示的结构为例计算每个document的PageRank值，其中teleportation rate=0.05。  1589161365(1)  此外，关于PageRank算法，谈谈你的理解，并通过类比、关联或演绎的方式，举一个在日常的学习生活中可以应用的例子（要求积极向上且能自圆其说）。  请在报告中附上代码截图（不要复制源代码，请用截图的方式）、每次迭代的中间结果截图、最后运行结果截图和详细的文字说明。程序要有详细的注释。（30分）  (2). 以另一种方式（不是power iteration方式）用笔算（不用程序计算）题(1)中每个document的PageRank值。要求有详细的说明和计算过程。（10分）  (3). 阅读教材《Introduction to Information Retrieval》第474-477页21.3节中所描述的HITS计算方法（通过power iteration方式来实现），用Java语言或其他常用语言实现该算法。要求以下图所示的结构为例计算每个document的authority值和hub值。  1589167348(1)  此外，关于HITS算法，谈谈你的理解，并通过类比、关联或演绎的方式，举一个在日常的学习生活中可以应用的例子（要求积极向上且能自圆其说）。  请在报告中附上代码截图（不要复制源代码，请用截图的方式）、每次迭代的中间结果截图、最后运行结果截图和详细的文字说明。程序要有详细的注释。（40分）  报告写作。要求：主要思路有明确的说明，重点代码有详细的注释，行文逻辑清晰、可读性强，报告整体写作较为专业。（20分）  **说明：**  （1）本次实验课作业满分为100分。  （2）本次实验课作业截至时间2022年6月8日（周三）22:00。  （3）报告正文：请在指定位置填写，本次实验需要单独提交源程序文件（源程序单独打包在Blackboard中上传，不要包含外部导入的包）。  （4）个人信息：WORD文件名中的“姓名”、“学号”，请改为你的姓名和学号；实验报告的首页，请准确填写“学院”、“专业”、“报告人”、“学号”、“班级”、“实验报告提交时间”等信息。  （5）提交方式：截至时间前，请在Blackboard平台中提交。  （6）发现抄袭（包括复制&粘贴整句话、整张图），**抄袭者和被抄袭者的成绩记零分。**  （7）延迟提交，不得分；如有特殊情况，请于截至日期之后的48小时内发邮件到panweike@szu.edu.cn，并在邮件中注明课程名称、作业名称、姓名、学号等信息，以及特殊情况的说明，我收到后会及时回复。  （8）期末考试阶段补交无效。 |
| (1). 阅读教材《Introduction to Information Retrieval》第464-470页21.2节中所描述的PageRank计算方法（通过power iteration方式来实现），用Java语言或其他常用语言实现该算法。要求以下图所示的结构为例计算每个document的PageRank值，其中teleportation rate=0.05。  1589161365(1)  此外，关于PageRank算法，谈谈你的理解，并通过类比、关联或演绎的方式，举一个在日常的学习生活中可以应用的例子（要求积极向上且能自圆其说）。  请在报告中附上代码截图（不要复制源代码，请用截图的方式）、每次迭代的中间结果截图、最后运行结果截图和详细的文字说明。程序要有详细的注释。（30分）  预先设定一些程序参数：    根据题目中给定的图创建邻接矩阵：      对于此题，邻接矩阵如下所示：  linkMatrix[i][j]=1说明有一条从节点i指向节点j的有向边。   |  |  |  | | --- | --- | --- | | 0 | 1 | 1 | | 0 | 0 | 1 | | 0 | 1 | 0 |   然后开始计算转移概率矩阵：  一共三步：   1. 用每行中的1的个数取出每个1 2. 处理后的结果矩阵乘以1-α 3. 对上面得到的矩阵中的每个元素都加上alpha/N     最终可以得到本体对应的转移概率矩阵：   |  |  |  | | --- | --- | --- | | 0.016 | 0.491 | 0.491 | | 0.016 | 0.016 | 0.966 | | 0.016 | 0.966 | 0.016 |   进行幂迭代法：  初始化概率分布向量：  /private/var/folders/m0/dsy0kdw13rb2g65q1x0bqn_00000gn/T/com.kingsoft.wpsoffice.mac/wpsoffice.bexaOlwpsoffice  然后根据如下公式进行迭代，直到概率分布向量收敛：  wpsoffice    最终计算结果如下所示：迭代一次后即可收敛    即Pagerank(d1)=0.017，Pagerank(d2)=0.492，Pagerank(d3)=0.492。简单分析可知，d2与d3是对称的。同时由于没有document指向d1，只有当遇到随机跳转时会跳转到document1，所以Pagerank(d1)会明显小于另外两个值。  PageRank是一种简单有效且流行的网页排序算法，它通过一个网页的所有入链数目来计算该网页的重要性，其思想类似于一篇论文被引用的次数越大，该论文的影响力越大。也就是说一个网页的影响力不仅仅在于其自身的内容，来自其他网页的跳转链接数，同样可以在很大程度上应该网页的重要性排序。  (2). 以另一种方式（不是power iteration方式）用笔算（不用程序计算）题(1)中每个document的PageRank值。要求有详细的说明和计算过程。（10分）  可以根据代数算法进行计算：  PageRank的定义式：  /private/var/folders/m0/dsy0kdw13rb2g65q1x0bqn_00000gn/T/com.kingsoft.wpsoffice.mac/wpsoffice.PyPRIwwpsoffice  于是：  wpsoffice  其中M为转移概率矩阵（无随机跳转），1为[1\*N]的全一矩阵，I为单位矩阵  /private/var/folders/m0/dsy0kdw13rb2g65q1x0bqn_00000gn/T/com.kingsoft.wpsoffice.mac/wpsoffice.iCLoYXwpsoffice  由此可以得到wpsoffice，Pagerank(d1)=0.017，Pagerank(d2)=0.492，Pagerank(d3)=0.492，结果同幂迭代法得到结果。  (3). 阅读教材《Introduction to Information Retrieval》第474-477页21.3节中所描述的HITS计算方法（通过power iteration方式来实现），用Java语言或其他常用语言实现该算法。要求以下图所示的结构为例计算每个document的authority值和hub值。  1589167348(1)  此外，关于HITS算法，谈谈你的理解，并通过类比、关联或演绎的方式，举一个在日常的学习生活中可以应用的例子（要求积极向上且能自圆其说）。  请在报告中附上代码截图（不要复制源代码，请用截图的方式）、每次迭代的中间结果截图、最后运行结果截图和详细的文字说明。程序要有详细的注释。（40分）  预先设定一些程序参数：    然后对图中的节点进行标号，并生成对应的邻接矩阵，如下所示：  Snipaste_2022-06-04_16-55-49    邻接矩阵：    初始化hub以及authority向量：    根据如下公式开始迭代，同时每一次迭代过后需要对于向量进行归一化处理，直到hub与authority向量收敛：  wpsoffice    最终运行结果如下所示：   |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | hub | 节点1 | 节点2 | 节点3 | 节点4 | 节点5 | 节点6 | 节点7 | 节点8 | 节点9 | | h0 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | 0.1111 | | h1 | 0.0556 | 0.2222 | 0.1667 | 0.1111 | 0.1667 | 0 | 0 | 0.2778 | 0 | | h2 | 0.0156 | 0.25 | 0.1875 | 0.0625 | 0.1719 | 0 | 0 | 0.3125 | 0 | | h3 | 0.0041 | 0.2645 | 0.1983 | 0.0331 | 0.1736 | 0 | 0 | 0.3264 | 0 | | ... |  |  |  |  |  |  |  |  |  | | h21 | 0 | 0.2798 | 0.2091 | 0 | 0.1729 | 0 | 0 | 0.3383 | 0 |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | | authority | 节点1 | 节点2 | 节点3 | 节点4 | 节点5 | 节点6 | 节点7 | 节点8 | 节点9 | | a0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | | a1 | 0.1 | 0.1 | 0 | 0.1 | 0.1 | 0.1 | 0.3 | 0 | 0.2 | | a2 | 0.0625 | 0.0312 | 0 | 0.0125 | 0.0625 | 0.0938 | 0.375 | 0 | 0.25 | | a3 | 0.0348 | 0.0087 | 0 | 0.1391 | 0.0384 | 0.0957 | 0.4174 | 0 | 0.2696 | | ... |  |  |  |  |  |  |  |  |  | | a21 | 0 | 0 | 0 | 0.1562 | 0 | 0.0965 | 0.4618 | 0 | 0.2854 |   最终hub值最大的是节点8（处于base set） ，节点8指向了节点7和9，同时7和9又被多个节点指向（authority值高），因此节点8的hub值最高十分合理。  authority值最大的是节点7 （处于root set），节点7被节点2，3，8指向，同时节点2，3，8的hub值高，因此节点7的authority值最高十分合理。  Snipaste_2022-06-04_16-55-49  hub/authority值可以反应一个网页的导航度与权威度。不同的网站目的应该侧重于不同的指标，例如导航网站应该侧重hub值，这样可以指向更精准；而门户网站则应该侧重authority值，让更多导航网站指向它，提高权威度。  ++++++++++++++++++++++++++++++++++++++++++++++++++++++  **其他（例如感想、建议等等）。**  本次实验中完成了对PageRank，hub/authority值的计算。这两个指标都可以在一定程度上对于网页进行评估与排序。而对于不同的网站，应该侧重于不同的评价指标，具体应该根据业务场景进行设计。  在做第二道题的时候，我第一次得到答案的时候有一些疑惑，我发现虽然许多节点既有出链又有入链，但是仍然h，a值均为0，比如节点1。后来进行了深入的研究，发现对于节点1，虽然他指向了节点2，但是节点2并没有被任何其他节点所指向，所以节点2的authority值很低，从而导致节点1虽然有出链，但是hub值仍然为0（就类似与指向了一个垃圾网站并不会提升网站导航值）。其他节点原理类似。 |

深圳大学学生实验报告用纸

|  |
| --- |
| 指导教师批阅意见：  成绩评定：  指导教师签字：  2022年 月 日 |
| 备注： |

注：1、报告内的项目或内容设置，可根据实际情况加以调整和补充。

2、教师批改学生实验报告时间应在学生提交实验报告时间后10日内。