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# Tổng quan

Support Vector Machine (SVM) là một công cụ phân lớp hiệu quả. Tuy nhiên, SVM không phải là công cụ vạn năng. Cả việc huấn luyện (trainning) và kiểm thử (testing) đòi hỏi chi phí tính toán cao. Bên cạnh đó, việc điều chỉnh các thông số hạt nhân là một quá trình phức tạp. Ngược lại, thuật toán người láng giềng gần nhất (KNN) thì lại tính toán phân lớp hiệu quả. Như vậy, để có thể đạt được việc phân lớp hiệu quả của SVM và chi phí tính toán tối ưu của KNN, như đã trình bày phía trên, thay vì huấn luyện một SVM đơn toàn cục, các SVM đã được phân chia sẽ được huấn luyện cho người láng giềng ở các điểm truy vấn. Trong bài báo này, chúng tôi sẽ tiến hành mở rộng thuật toán SVM cục bộ (Local SVM – LSVM). Trong đó, thuật toán SVM thích ứng cục bộ sẽ được huấn luyện cho các SVM cục bộ ở các không gian láng giềng đã được tinh chỉnh của các điểm truy vấn. Mục tiêu chính của nghiên cứu này nhằm hai mục đích: Đầu tiên, là trình bày lý thuyết thuật giải LASVM để huấn luyện cho các SVM cục bộ - LSVM. Sau đó, nghiên cứu sẽ đi sâu hơn vào chi tiết động lực nghiên cứu của LSVM và LASVM và những ảnh hưởng của nó trong việc điều chỉnh các tham số hạt nhân của SVM. Bên cạnh đó, nghiên cứu cũng chỉ ra rằng việc huấn luyện SVM trong các cục bộ địa phương tưng ứng có thể mang lại hiệu quả trong việc tăng hiệu năng của phân lớp một cách đáng kể. Các thực nghiệm đã được đúc kết từ việc lựa chọn các cơ sở dữ liệu – database của UCIML, khuôn mặt, vật và các chữ số.

# Giới thiệu về Local SVM

Các hàm phân lớp Support Vector Machine (SVM), dựa trên tiêu chí là giảm thiểu các sai sốt có cấu trúc, là một công cụ phổ biến cho việc phân lớp. Các hàm này đã thể hiện cho thấy là biểu tượng cho việc hiệu quả trên các tập dữ liệu phân lớp ở phạm vi rộng. Thực tế, một SVM sẽ tìm ra một siêu phẳng tối ưu để chia dữ liệu thành hai lớp. Cho trước tập dữ liệu huấn luyện , hàm quyết định được xác định bằng cách giải quyết vấn đề tối ưu hóa lồi như sau:

Sao cho và .

Đồng thời, hàm hạt nhân được tính như sau: .

Và là phép nhân Larrange và để loại bỏ những phân lớp sai và là hàm hạt nhân.

Mặc dù phổ biến và hiệu quả, SVM vẫn tồn tại ít nhất là hai vấn đề cần phải được giải quyết khi huấn luyện. Trước hết, SVM được sử dụng để giải quyết các bài toán phân lớp nhị phân. Đối với việc phân nhiều lớp, mỗi lớp phải sử dụng tới chiến thuật one-vesus-all hoặc all-vesus-one. Điều này cũng có nghĩa là hệ thống này sẽ ngày càng phức tạp và phức tạp hơn nữa khi mà số lượng lớp tăng lên. Hơn nữa, mỗi khi một lớp mới được thêm vào, tất cả các lớp phân lớp đều phải được huấn luyện lại. Điều này làm tăng thêm quá trình huấn luyện và kiểm thử. Ngoài ra, vấn đề còn nằm ở việc điều chỉnh các tham số của SVM, chẳng hạn như và tham số tỷ lệ độ dài của hạt nhân trong phương trình trên. Những tham số này thường được điều chỉnh thông qua biểu đồ kiểm thử chéo vốn có mức độ tính toán chi phí cao. Hơn thế nữa, để đơn giản tuyệt đối, hàm hạt nhân ở phương trình trên cần phải được xem xét dưới dạng đẳng hướng, có nghĩa là đối với tất cả các chiều d, bởi vì điều chỉnh các tham số đa quy mô thì không khả thi với quá trình kiểm thử chéo. Gần đây, tuy nhiên, Chapelle và các đồng nghiệp [2] đã cho thấy việc tinh chỉnh các tham số đa quy mô cho hat nhân thì sẽ cải thiện hiệu năng phân lớp của SVM.

Các phương pháp cục bộ, chẳng hạn như hồi quy logic cục bộ (local logistic regression) và K-Nearest Neigbor (KNN), đã đưa ra một chiến lược để huấn luyện các mẫu toàn cục phức tạp. KNN đã chứng tỏ trong việc thể hiện hiệu quả cho các vấn đề phân lớp đã đề cập trên[3],[4]. KNN không chỉ phân lớp tính toán hiệu quả, mà nó còn cho thấy, với các hàm tính khoang cách đúng đắn, nó có thể vượt xa hơn cả những phương pháp phức tạp khác [5] - [7]. Sức mạnh của thuật toán KNN xuất phát từ sự giản đơn của nó. Không giống như SVM, các hàm phân lớp của KNN giải quyết với các vấn đề về nhiều lớp – đa lớp một cách dễ dàng. Những láng giềng Κ của mỗi điểm truy vấn ứng với nhãn của lớp , sẽ được tính bằng công thức . Quá trình phân rã sẽ suôn sẻ cũng như là khoảng cách của láng giềng tới các điểm truy vấn cũng sẽ tang (được điều chỉnh bởi hàm hạt nhân ). Tương ứng với SVM, các tham số có thể điều chỉnh được của KNN, chẳng hạn như kích thức của các láng giềng và hàm hạt nhân của nó , thì không dễ tìm ra và là đối tượng cho rất nhiều nghiên cứu sau này. Sự thành công của phương thức KNN, tuy nhiên, đã đưa ra hai bài học có giá trị là: Đầu tiên, kết quả nhận diện tốt có thể thu được bằng việc định nghĩa sự đo lường tương đương một cách đúng đắn với các nguyên mẫu. Các nguyên mẫu này được chứng thực thông qua các quá trình nghiên cứu nhận thức của con người[8]. Ngoài ra, phần lớn các thông tin yêu cầu để đưa ra quyết định về các nhãn của một truy vấn thì được hiện trong chính các láng giềng cục bộ của chính nó.

Xây dựng những điều trên trong các hàm cục bộ, và dựa trên các động lực đã đươc trình bày, trong bài nghiên cứu này sẽ đề xuất sử dụng SVM cục bộ. Từ đó, thay vì phải huấn luyện một phân lớp SVM toàn cục, chúng ta có thể huấn luyện một phân lớp SVM chỉ trong một láng giềng của một điểm truy vấn. LSVM, theo những cách nào đó, đã làm giảm bớt các vấn đề đã được đề cập ở trên với thuật toán SVM nguyên thủy. Một vài động lực phía sau các phương thức SVM cục bộ như sau:

* Nguyên nhân chính để sử dụng LSVM như đã được đề cập là lợi ích to lớn trong quá trình phân lớp. Như chúng ta sẽ thấy trong chương IV, kết quả đạt được của LSVM là rất tốt với một vài cơ sở dữ liệu, tuy nhiên, lạ rất thất trong hầu hết các trường hợp. Tuy nhiên, LSVM có một lợi thế so với các SVM tiêu chuẩn bởi không cần phải huấn luyện lại và khả năng mở rộng số lượng các lớp khả thi. Thời gian để kiểm thử cũng tăng lên, vì các phân lớp SVM phải được huấn luyện cho từng điểm. Mặc dù vậy, với mọi cơ sở dữ liệu có *Μ*  lớp, và mỗi điểm được bao quanh bởi tối đa là m lớp, và thông thường là . Điều này có thể làm đẩy nhanh quá trình nhận dạng hơn là làm chậm nó
* Ngoài ra, một nguyên nhân khác để thúc đẩy SVM cục bộ là các tham số đa quy mô của hạt nhân. Điều đó cho thấy, ít nhất là cục bộ, xác suất có điều kiện của các lớp tương đương sẽ đi qua tất cả các đặc trưng và sử dụng hàm hạt nhân đẳng hướng mà không tốn quá nhiều chi phí. Điều này sẽ tránh cho việc điều chỉnh các tham số của hàm hạt nhân trong SVM.

Thông thường trong lĩnh vực nghiên cứu thị giác máy tính, để tránh quá trình kiểm thử chéo gây chi phí cao, giá trị của tham số tỷ lệ () của hàm hạt nhân sẽ được gán là giá trị trung bình của khoảng cách bình phương của tất cả các điểm dữ liệu. Điều đó có nghĩa là : .Cách tính này không chỉ đảm bảo rằng giám trị khoảng của hàm hạt nhân sẽ nằm trong các các khoảng giới hạn, mà nó còn đảm bảo kết quả thu được sẽ là tối ưu giữa đường nghiêng và phương sai của các hàm phân lớp. Tuy nhiên, việc sử dụng như một giá trị trung bình của khoảng cách giữa các dữ liệu kiểm thử thì không tối ưu. Nhưng vì LSVM chỉ được huấn luyện cục bộ, việc sử dụng như một giá trị trung bình của khoảng cách giữa các điểm trong láng giềng thì lại tối ưu cục bộ. Điều đó cho thấy tại sao LSVM có thể cho kết quả phân lớp tốt hơn trong một vài trường hợp so với SV nguyên thủy. Điều đó cũng chỉ ra rằng, hiệu nặng của LSVM sẽ được phụ thuộc vào kích thước của láng giềng mà nó huấn luyện. Điều này dẫn tới hiệu năng của LSVM sẽ tốt hơn với láng giềng có kích thước lớn hơn.Truy nhiên, việc gia tăng kích thước của láng giềng sẽ dẫn tới việc tăng chi phí tính toán. Do đó, kích thước của láng giềng cần phải được điều chỉnh sao cho nó tối ưu với kết quà đạt được giữa quá trình tính toán và hiệu quả của quá trình phân lớp. Một cách khác để tăng hiệu quả của quá trình phân lớp mà vẫn giữ nguyên kích thức của láng giềng là là sẽ huấn luyện SVM cục bộ trong một không gian láng giềng thích ứng của các điểm truy vấn. Các công thức đó sẽ gọi là local adaptive support vector machine (LASVM). Một ưu điểm khác của LASVM là sự giảm đi các tác động của Curse-Of-Dimension (COD) trên SVM. Điều này đã được chứng minh rằng các phân lớp SVM đều không tránh khỏi COD. LASVM sử dụng chiến thuật inh chỉnh ma trận khoảng cách và do đó, các hạt nhân sẽ cung cấp trọng lượng tương ứng với mỗi đặc trưng. Những kết quả trong một số chiều đã hoàn toàn được loại bỏ (từ quá trình trích chọn đặc trưng). do đó làm giảm số chiều. Bên cạnh đó, LASVM cũng cung cấp một nền tảng cho việc tích hợp các hạt nhân không cố định trong SVM.

Ý tưởng về SVM cục bộ đã đực tìm thấy trong chi tiết ở [13] và [9]. Trong [13], các tác giả đã đề xuất ra SVM cục bộ gọi là “Profile SVM” (PSVM). Dữ liệu ban đầu sẽ được gom cụm và các SVM phân tách sẽ được huấn luyện cho mỗi cụm. Mỗi điểm truy vấn sẽ được gán vào cụm gần nhất với và sẽ sử dụng SVM cục bộ tương ứng để gán nhãn. Mặc dù thú vị, điểm hổng to lớn của thuật toán này là xác định số lượng các cụm trước khi huấn luyện. Hơn thế nữa, các kết quả có thể phụ thuộc vào sự sắp đặt các cụm và số lượng của các cụm. Mặc dù các kết quả đươc báo cáo dựa trên cơ sở dữ liệu UCIML khi mà PSVM làm tốt hơn so với các SVM nguyên thủy, hiệu năng của PSVM trên các cơ sở dữ liệu nhận dạng đối tương thì lại không được đề cập. Như đã trình bày, những nghiên cứu của chúng ta sẽ dựa trên và gần hơn với các kết quả nghiên cứu trong [9]. Cũng như [9], chũng ta cũng tiến hành huấn luyện các SVM phân chia cho mỗi truy vấn. Đồng thời, kích thước của láng giềng là không đổi trong suốt các cơ sở dữ liệu để mà hiệu quả của việc học LSVM có hệ thống, khi mà trong [9], kích thước này được xác định thông qua các quá trình kiểm thử chéo của mỗi tập dữ liệu. Trong chương IV, chúng ta sẽ bàn về chi tiết đằng sau giải thuật này. Bên cạnh đó, cần phải nghiên cứu về nhũng ảnh hưởng của sự biến đổi của các láng giềng trong hiệu năng mà không được đề cập trong [9]. Điều này sẽ thêm những sự mới lại vào kết quả nghiên cứu liên quan tới LSVM. Ngoài ra, không như [9], chúng ta sẽ đề xuất thêm Local Adaptive SVM (LASVM) mà đã được truyền cảm hứng từ những sự thành công gần đây trong phép học ma trận cho phương pháp KNN. Nó cho thấy việc các ma trạn kết quả trong phép biến đổi tuyến tính của dữ liệu. LASVM sẽ huấn luyện SVM trong một không gian cục bộ được biến đôỉ bởi ma trận họ, Mặc dù vậy, SVM cục bộ có thể được tìm hiểu như đã đề cập, có thể trở thành tốt nhất trong kiến thức của chúng ta về LASVM.

# Mục tiêu

Ứng với mỗi điểm truy vấn , các SVM cục bộ sẽ hoạt động như sau:

* Tìm ra K láng giềng của . Nếu số tập dữ liêu huấn luyện, , thông thường .
* Nếu nhãn của toàn bộ điểm trong K là như nhau, thì điểm này sẽ thuộc và lớp tương ứng và kết thúc
* Nếu tồn tại các nhãn khác nhau, một-với-tất-cả SVM sẽ được huấn luyện cho từng lớp hiện diện, và khi đó sẽ được gán nhãn tương ứng.

Như đã trình bày phía trên, LASVM mở rộng từ LSVM bằng việc huấn luyện SVM cục bộ trong một không gian biến đổi., khi mà quá trình biến đổi dựa trên ma trận A được học từ việc sử dụng thuật giải học số liệu. Trong nghiên cứu này, chúng ta sẽ xem xét việc sử dụng thuật giải MEGM vào việc học cho phép biến đổi ma trận A. Các thuật giải số liệu học đều nhằm mục tiêu tìm ra phép biến đổi tuyến tính của những dữ liệu, sang phép biến đổi không gian, khi mà phân lớp KNN hoạt động tốt hơn. Nếu chúng ta bao hàm một phép biến đổi ma trận A, việc học một số liệu hiệu quả sẽ cảm sinh bởi  như là . Mean-Square-Error(MSE) Gradient Minimization (MEGM) là một thuật giải học số liệu đơn giản dựa trên gradient mà nó đã cho thấy hiệu quả tốt trên phần lớn các cơ sở dữ liệu nhận dạng đối tượng [14]. MEGM thì dựa trên sự tối tiểu của một hàm mục tiêu MSE sử dụng thuật giải gradient descent ở trong KNN.

1. Locally Adaptive SVM (LASVM)

Một dàn các bước về thuật giải LASVM sẽ được trình bày phí sau. Thp6ng qua những công thức của LASVM tích hợp MEGM, những thuật giải học số liệu khác, chẳng hạn như NCA [15], LMNN [16] có thể được sử dụng. Có rất nhiều việc cần phải làm trong các thuật giải số liệu học cục bộ thích ứng. [7]. Một SV cục bộ có thể được huấn luyện dựa trên láng giềng đã được biến đổi từ các số liệu cục bộ thích ứng. Chúng ta đã sử dụng MEGM, chúng ta có kết quả tốt hơn với MEGM so với NCA [15], LMNN[16] và DANN [7]. Việc so sánh hiệu năng của LASVM với các thuật giải số liệu học khác và với nhiều thuật giải số liệu học thích ứng còn để trong tương lai.

**Thuật giải LASVM:** huấn luyện phân lớp SVM trong láng giềng tương ứng với điêm truy vấn.

**Yêu cầu:**

* Dữ liệu kiểm thử: .
* Dữ liệu huấn luyện: khi mà  là một vector đặc trưng của chiều , là số lượng dữ liệu huấn luyện, là các nhãn huấn luyện với là số lượng các lớp.
* , thông thường .
* Học một dữ liệu phụ thuộc vào khoảng cách của ma trận chẳng hạn sử dụng thuật giải số liệu học MEGM.
* Chuyển tất cả dữ liệu huấn luyện và kiểm thử sang sử dụng ma trận A
* Ứng dụng LSVM vào các dữ liệu huấn luyện và kiểm thử đã được chuyển đổi

# Kết quả

# Chương trình minh họa

# Tổng kết

# Tài liệu tham khảo
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