Lab 03

## setup

setwd("C:/Users/22700/Desktop")  
library(data.table)  
library(ggplot2)  
library(stargazer)

##   
## Please cite as:

## Hlavac, Marek (2018). stargazer: Well-Formatted Regression and Summary Statistics Tables.

## R package version 5.2.2. https://CRAN.R-project.org/package=stargazer

library(Hmisc)

## Loading required package: lattice

## Loading required package: survival

## Loading required package: Formula

##   
## Attaching package: 'Hmisc'

## The following objects are masked from 'package:base':  
##   
## format.pval, units

## Load the data

## You can use the list files command to check if the data file is stored in your working directory.

list.files()

## [1] "~$»ªºÆÄÜÔ´»·±£¼¯ÍÅ¹É·ÝÓÐÏÞ¹«Ë¾£¨871298£©¼ò±¨.docx"   
## [2] "~$°²£º2018ÄêÄê¶È±¨¸æ.docx"   
## [3] "~$¾©¿Ø.docx"   
## [4] "~$À¬»ø·¢µçÕþ²ß.docx"   
## [5] "~$ÊÐÉÌÒµ¼Æ»®Êé0319.docx"   
## [6] "~$ird Meeting Note.docx"   
## [7] "~$search Proposal Second Draft.docx"   
## [8] "~$signment .doc"   
## [9] "¶ºÓÎÓÎÏ·ºÐ.lnk"   
## [10] "2020-11-10-Take-Home-Exam-Part-3.B.DiD.html"   
## [11] "360Ãâ·ÑWiFi.lnk"   
## [12] "ceosal2.RData"   
## [13] "Chinese manufacturing on the move Factor supplyor market access.pdf"   
## [14] "CHIP2013 Questionaire.rar"   
## [15] "CV Chinese Version.docx"   
## [16] "data\_r.csv"   
## [17] "desktop.ini"   
## [18] "Discord.lnk"   
## [19] "Does hukou still matter The household registration system and its impact on social stratification and mobility in China.pdf"  
## [20] "Dota 2.url"   
## [21] "Economics-Lab07.docx"   
## [22] "Final exam"   
## [23] "Final exam partA.docx"   
## [24] "Final exam.zip"   
## [25] "First meeting"   
## [26] "HUMAN-CAPITAL EXTERNALITIES IN CHINA.pdf"   
## [27] "Lab-01.docx"   
## [28] "Lab-03.Rmd"   
## [29] "Lab 01.Rmd"   
## [30] "Lab 03.Rmd"   
## [31] "Lab 10 for ECO R002.docx"   
## [32] "Microsoft Teams.lnk"   
## [33] "Ñ§ÀúÈÏÖ¤"   
## [34] "ÕË»§¼°ÃÜÂë.txt"   
## [35] "PhD Econometrics"   
## [36] "Population aged 6 and over by sex, education attainment and region.xls"   
## [37] "RStudio.lnk"   
## [38] "Ruby"   
## [39] "sales-data (1).csv"   
## [40] "sales-data.csv"   
## [41] "Software-R.zip"   
## [42] "Third Meeting Note.docx"   
## [43] "UEA PhD School File"   
## [44] "UK"   
## [45] "VISA"   
## [46] "Wallpaper Engine.url"   
## [47] "WhatsApp.lnk"

## This is a “.csv” file. In order to load a csv file into R we need to use the function “read.csv()”. When using this function we must name the data while loading it.

sales <- read.csv("sales-data.csv")

## convert the data into the data.table format

dt.sales <- data.table(sales)  
rm(sales)

## Explore the data

## Review some Lab01 steps

ncol(dt.sales)

## [1] 2

nrow(dt.sales)

## [1] 22

colnames(dt.sales)

## [1] "sales" "advertising"

head(dt.sales)

## sales advertising  
## 1: 999 48  
## 2: 1169 50  
## 3: 1036 68  
## 4: 643 52  
## 5: 988 76  
## 6: 1076 74

stargazer(dt.sales, type = "text")

##   
## =============================================================  
## Statistic N Mean St. Dev. Min Pctl(25) Pctl(75) Max   
## -------------------------------------------------------------  
## sales 22 1,286.636 353.621 643 990.8 1,543.8 1,905  
## advertising 22 85.000 23.759 48 69.2 105 121   
## -------------------------------------------------------------

summary(dt.sales)

## sales advertising   
## Min. : 643.0 Min. : 48.00   
## 1st Qu.: 990.8 1st Qu.: 69.25   
## Median :1215.0 Median : 78.00   
## Mean :1286.6 Mean : 85.00   
## 3rd Qu.:1543.8 3rd Qu.:105.00   
## Max. :1905.0 Max. :121.00

## And we can use plots to explore the data. In this case, we are dealing with two continuous variables so it makes sense to use a scatter plot.

qplot( data = dt.sales  
, x = advertising  
, y = sales  
, geom = "point") +  
theme\_bw()
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dt.sales[, cor(sales, advertising)]

## [1] 0.9003409

## In order to know whether the correlation coefficient is statistically significant we can use:

dt.sales[, rcorr(sales, advertising)]

## x y  
## x 1.0 0.9  
## y 0.9 1.0  
##   
## n= 22   
##   
##   
## P  
## x y   
## x 0  
## y 0

## Simple Regression Analysis

## In order to know what is the change in sales that we can expect from increasing our advertising investment by one dollar we can create a simple regression model.

lm.sales <- lm(sales ~ advertising, data=dt.sales)

## In order to get the coefficient estimates, significance levels, and the measures for the quality of our model, we use the “summary” function.

summary(lm.sales)

##   
## Call:  
## lm(formula = sales ~ advertising, data = dt.sales)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -254.63 -71.78 -17.34 82.97 351.38   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 147.590 127.618 1.157 0.261   
## advertising 13.401 1.448 9.252 1.15e-08 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 157.7 on 20 degrees of freedom  
## Multiple R-squared: 0.8106, Adjusted R-squared: 0.8011   
## F-statistic: 85.6 on 1 and 20 DF, p-value: 1.15e-08

stargazer(lm.sales, type = "text")

##   
## ===============================================  
## Dependent variable:   
## ---------------------------  
## sales   
## -----------------------------------------------  
## advertising 13.401\*\*\*   
## (1.448)   
##   
## Constant 147.590   
## (127.618)   
##   
## -----------------------------------------------  
## Observations 22   
## R2 0.811   
## Adjusted R2 0.801   
## Residual Std. Error 157.691 (df = 20)   
## F Statistic 85.604\*\*\* (df = 1; 20)   
## ===============================================  
## Note: \*p<0.1; \*\*p<0.05; \*\*\*p<0.01

## Extract the parameters of the estimated regression equation using the coefficients function

coeffs = coefficients(lm.sales)  
coeffs

## (Intercept) advertising   
## 147.59047 13.40054

## Interpretation

##β0 = 147.6 gives us the average sales level when the advertising investment is zero. ##β1 = 13.4 gives us the increase in sales that results from a 1 unit (dollar) increase in advertising investment. ##R2 gives us the percentage of the variation in sales that is explained by the variation in the advertising investment

## Plot

## Plot the relationship between advertising and sales now also plotting the regression line.

qplot( data = dt.sales  
, x = advertising  
, y = sales  
, geom = c("point", "smooth")  
, method = lm) +  
theme\_bw() +  
labs( x = "advertising dollars", y = "sales dollars")

## Warning: Ignoring unknown parameters: method

## `geom\_smooth()` using formula 'y ~ x'

![](data:image/png;base64,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) ## Predicted values ## Obtain the predicted sales for an advertising investment of 100

advertising = 100  
sales = coeffs[1] + coeffs[2]\*advertising  
sales

## (Intercept)   
## 1487.644

## Alternatively, you can use the “predict” function to do this automatically. We first wrap the parameters inside a new data table variable called newdata.

my.budget = data.table(advertising=100)

## We then apply the predict function and set the predictor variable in the newdata argument. We also set then interval type as “predict”, and use the default 0.95 confidence level.

predict(lm.sales, my.budget)

## 1   
## 1487.644

predict(lm.sales, my.budget, interval="predict")

## fit lwr upr  
## 1 1487.644 1148.274 1827.014

## Hypothesis Testing

## Steps

# 1. State the hypotheses

# 2. Identify the appropriate test statistic and its distribution

# 3. Specify the significance level

# 4. State the decision rule - critical value(s)

# 5. Collect the data and compute the test statistic

# 6. Make the statistical decision

# 7. Make the practical decision

## Example1

## Hypothesis Testing for a Population Mean with known variance

alpha = .05 # significance level  
z.half.alpha = qnorm(1-alpha/2)  
c(-z.half.alpha, z.half.alpha) # critical values

## [1] -1.959964 1.959964

Thus, the decision rule is that the null hypothesis should be rejected if z <= −1.96 or z >= 1.96. Compute the test statistic:

xbar = 1000/25 # sample mean  
mu0 = 45 # hypothesized value  
sigma = sqrt(500) # population standard deviation  
n = 25 # sample size  
z = (xbar-mu0)/(sigma/sqrt(n)) # test statistic  
z

## [1] -1.118034

## we can apply the pnorm function to compute the two-tailed p-value of the test statistic.

pnorm(z, lower.tail=FALSE) # upper tail

## [1] 0.8682238

pnorm(z, lower.tail=TRUE) # lower tail

## [1] 0.1317762

## For the two-tailed p-value we choose the minimum of these values, which in this case is the lower tail, which happens to be the default option in R.

pval = 2 \* pnorm(z) # lower tail  
pval # two-tailed p-value

## [1] 0.2635525

## Hypothesis Testing for a Population Mean with unknown variance

t.alpha = .05 # significance level  
t.half.alpha = qt(1-alpha/2, 25-1)  
c(-t.half.alpha, t.half.alpha) # critical values

## [1] -2.063899 2.063899

## Thus, the decision rule is that the null hypothesis should be rejected if t <= −2.064 or t >= 2.064.

## Compute the test statistic:

xbar = 1000/25 # sample mean  
mu0 = 45 # hypothesized value  
s = sqrt(400) # sample standard deviation  
n = 25 # sample size  
t = (xbar-mu0)/(s/sqrt(n)) # test statistic  
t

## [1] -1.25

## We are not able to reject the null.

# Instead of using the critical value, we can apply the pt function to compute the two-tailed p-value of the test statistic.

pt(t, df=25-1, lower.tail=FALSE) # upper tail

## [1] 0.8883243

pt(t, df=25-1, lower.tail=TRUE) # lower tail

## [1] 0.1116757

## For the two-tailed p-value we choose the minimum of these values, which in this case is the lower tail, which happens to be the default option in R.

pval = 2 \* pt(t, df=25-1) # lower tail  
pval # two-tailed p-value

## [1] 0.2233515

## Since it turns out to be greater than the .05 significance level, we do not reject the null hypothesis.

## Hypothesis Testing for a Population Variance

## Are there reasons to doubt the value of the variance?

## The critical values at 0.05 significance level are:

q.alpha = .05 # significance level  
q.half.alpha.up = qchisq(1-alpha/2, 25-1) # critical values  
q.half.alpha.up

## [1] 39.36408

q.half.alpha.low = qchisq(alpha/2, 25-1) # critical values  
q.half.alpha.low

## [1] 12.40115

## Thus, the decision rule is that the null hypothesis should be rejected if Q <= 12.4 or Q >= 39.4.

## Compute the test statistic

sigma\_sqr\_0 = 500 # hypothesized value  
s\_sqr = 400 # sample standard deviation  
n = 25 # sample size  
Q = ((n-1)\*s\_sqr)/sigma\_sqr\_0 # test statistic  
Q

## [1] 19.2

## Example 2:

## Hypothesis Testing for a Proportion

## A particular type of cancer therapy has a 60% success rate. A group of researchers developed a new type of treatment and its effectiveness is to be tested. In 61 cases, 47 were successfully treated.

## Is there enough empirical evidence that allows us to conclude that the new treatment is better than the old

one? Use α = 0.05.

alpha = .05 # significance level  
z.alpha = qnorm(1-alpha)  
z.alpha # critical value

## [1] 1.644854

## Thus, the decision rule is that the null hypothesis should be rejected if z >= 1.65.

## Compute the test statistic

p0 = 0.60  
fn = 47/61 # sample proportion  
n = 61 # sample size  
z = (fn-p0)/sqrt((0.6\*(1-0.6))/n) # test statistic  
z

## [1] 2.718084

## We reject the null.

## Example 3

##Hypothesis Testing for a Difference in Population Means - Independent Samples and Variance Unknown

## Is there a difference between average dividends of the stocks in Dow Jones and the ones in Eurostoxx, knowing they have equal variances and normally distributed? The data of two independent samples is the following, use α = 0.05.

nX = 21  
nY = 25  
sX = 1.30  
sY = 1.16  
Sp\_sqr = ((nX - 1)\*(sX^2) + (nY-1)\*(sY^2))/(nX + nY - 2)  
Sp\_sqr

## [1] 1.502145

df = nX + nY - 2  
df

## [1] 44

##The critical values at 0.05 significance level are:

alpha = .05 # significance level  
t.half.alpha = qt(1-alpha/2, 44)  
c(-t.half.alpha, t.half.alpha) # critical values

## [1] -2.015368 2.015368

## Thus, the decision rule is that the null hypothesis should be rejected if Q <= −2.02 or z >= 2.02.

## Compute the test statistic

xbar = 3.27  
ybar = 2.53  
t = ((xbar-ybar)-0)/sqrt((Sp\_sqr/nX)+(Sp\_sqr/nY))  
t

## [1] 2.039748

## We reject the null.

## Instead of using the critical value, we can apply the pt function to compute the two-tailed p-value of the test statistic:

pt(t, df=44, lower.tail=FALSE) # upper tail

## [1] 0.02370372

pt(t, df=44, lower.tail=TRUE) # lower tail

## [1] 0.9762963

## For the two-tailed p-value we choose the minimum of these values, which in this case is the upper tail.

pval = 2 \* pt(t, df=44, lower.tail=FALSE)  
pval # two-tailed p-value

## [1] 0.04740744

## Since it turns out to be smaller than the .05 significance level, we reject the null hypothesis.

## Example 4

# change the file’s path to your own  
dt.stocks <- data.table(read.csv("data\_r.csv"))  
dt.stocks <- setnames(dt.stocks, tolower(names(dt.stocks)))  
head(dt.stocks)

## serial year month djcomp djind djutil djtran nasdaq sp500 sp100  
## 1: 1 1990 Jan 959.54 2590.54 223.65 1045.87 415.8 329.08 307.88  
## 2: 2 1990 Feb 986.07 2627.25 220.38 1129.09 425.8 331.89 312.48  
## 3: 3 1990 Mar 1012.10 2707.21 214.66 1183.14 435.5 339.94 320.03  
## 4: 4 1990 Apr 979.70 2656.76 203.09 1129.98 420.1 330.80 314.23  
## 5: 5 1990 May 1040.16 2876.66 211.39 1171.53 459.0 361.23 342.66  
## 6: 6 1990 Jun 1031.07 2880.69 210.01 1142.70 462.3 358.02 339.80  
## treas3m idjcomp idjind idjutil idjtran inasdaq isp500 isp100 itreas3m  
## 1: 7.90 NA NA NA NA NA NA NA NA  
## 2: 8.00 2.76 1.42 -1.46 7.96 2.41 0.85 1.49 0.64  
## 3: 8.17 2.64 3.04 -2.60 4.79 2.28 2.43 2.42 0.66  
## 4: 8.04 -3.20 -1.86 -5.39 -4.49 -3.54 -2.69 -1.81 0.65  
## 5: 8.01 6.17 8.28 4.09 3.68 9.26 9.20 9.05 0.64  
## 6: 7.99 -0.87 0.14 -0.65 -2.46 0.72 -0.89 -0.83 0.64

## Confidence Intervals

## Calculate the 95% confidence interval for the stocks’ means. Example:

xbar <- dt.stocks[, mean(idjcomp, na.rm=TRUE)]  
s <- dt.stocks[, sd(idjcomp, na.rm=TRUE)]  
n <- dt.stocks[, length(which(!is.na(idjcomp)))]  
error <- qnorm(0.975)\*s/sqrt(n)  
left <- xbar-error  
right <- xbar+error  
left

## [1] 0.2391836

right

## [1] 1.156545

## Inference for the population mean.

## Lets look at some examples using our stock data. For instance, if we wanted to check whether the mean of S&P500 is equal to zero we would write:

dt.stocks[, t.test(isp500)]

##   
## One Sample t-test  
##   
## data: isp500  
## t = 2.8631, df = 294, p-value = 0.004497  
## alternative hypothesis: true mean is not equal to 0  
## 95 percent confidence interval:  
## 0.220257 1.188896  
## sample estimates:  
## mean of x   
## 0.7045763

## If we wanted to test whether it is greater than some specific value (say 0.5) and use a 99% confidence interval, we would write:

dt.stocks[, t.test(isp500, alternative = c("greater"), mu=0.5, conf.level = 0.99)]

##   
## One Sample t-test  
##   
## data: isp500  
## t = 0.83131, df = 294, p-value = 0.2032  
## alternative hypothesis: true mean is greater than 0.5  
## 99 percent confidence interval:  
## 0.1289499 Inf  
## sample estimates:  
## mean of x   
## 0.7045763

## Inference for difference of population means - paired samples

## Paired t-test: t.test(y1,y2,paired=TRUE) where y1 & y2 are numeric.

## Say we want to compare between IDJCOMP and INASDAQ.

dt.stocks[, t.test(idjcomp, inasdaq, paired=TRUE)]

##   
## Paired t-test  
##   
## data: idjcomp and inasdaq  
## t = -1.178, df = 294, p-value = 0.2397  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -0.9038613 0.2269799  
## sample estimates:  
## mean of the differences   
## -0.3384407

## Inference for difference of population means - independent samples

## Impact of crisis on stock indices

## Create an indicator variable that takes the value of 1 if it is post-2008 (year of the economic crisis)

dt.stocks[, postcrisis:=ifelse(year>2008,1,0)]

## You can use the indicator variable to look at the mean value of the stock variation before and after the crisis

dt.stocks[postcrisis==0, mean(idjcomp, na.rm=TRUE)]

## [1] 0.5946696

dt.stocks[postcrisis==1, mean(idjcomp, na.rm=TRUE)]

## [1] 1.042353

## Then you can use the t.test to check whether the difference in means before and after the crisis is statistically significant

dt.stocks[, t.test(idjcomp ~ postcrisis)]

##   
## Welch Two Sample t-test  
##   
## data: idjcomp by postcrisis  
## t = -0.77236, df = 103.8, p-value = 0.4417  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -1.5971454 0.7017787  
## sample estimates:  
## mean in group 0 mean in group 1   
## 0.5946696 1.0423529

## You can also use the t-test to compare between the means of two different variables.

## Independent 2-group t-test: t.test(y1,y2) where y1 and y2 are numeric.

dt.stocks[, t.test(idjcomp, inasdaq, var.equal=TRUE)]

##   
## Two Sample t-test  
##   
## data: idjcomp and inasdaq  
## t = -0.75383, df = 588, p-value = 0.4513  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -1.2202060 0.5433246  
## sample estimates:  
## mean of x mean of y   
## 0.6978644 1.0363051

dt.stocks[, t.test(idjcomp, inasdaq, var.equal=FALSE)]

##   
## Welch Two Sample t-test  
##   
## data: idjcomp and inasdaq  
## t = -0.75383, df = 486.57, p-value = 0.4513  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -1.2205853 0.5437039  
## sample estimates:  
## mean of x mean of y   
## 0.6978644 1.0363051